
General enquiries on this form should be made to:

Defra, Science Directorate, Management Support and Finance Team
Telephone No. 020 7238 1612 E-mail:  research.competitions@defra.gsi.gov.uk

Proposal for a Research
Project with Defra

● SUBMITTING THE FORM: see note 1.

● ACCESS TO INFORMATION
The information collected on this form will be stored
electronically and used to process your application for a
research contract with Defra. It may be sent to any part of
the Department, or to individual researchers or organisations
outside Defra for the purposes of assessing or reviewing the
application.  Defra may also disclose the information to any
outside organisation acting as an agent authorised by Defra to
process research applications on its behalf.  If the proposal is
accepted for funding, the information may be sent to any part
of Defra, or to individual researchers or organisations outside
Defra for the purposes of reviewing the project and the
information (excluding any CVs) may be placed on the Defra
Website to inform the public about Defra’s research. Name,
address and other details may be held on a database and
used by the Department to communicate information to our
research contractors.

Defra may be required to release information, including
personal data and commercial information, on request under
Environmental Information Regulations or the Freedom of
Information Act 2000. However, Defra will not permit any
unwarranted breach of confidentiality or act in contravention of
its obligations under the Data Protection Act 1998. Defra or its
appointed agents may use the name, address and other details
on your form to contact you in connection with occasional
customer research aimed at improving the processes through
which Defra works with its contractors.

● COMPLETING THE FORM
For guidance on completing this form please see note 2. This
form is primarily in ‘PDF’ format for which you will require at
least version 6 of Adobe Acrobat reader. A series of click-on
notes are provided throughout the form to give advice on the
information required and other guidance on completion.
The form is structured as follows:

■ Main Section: this must be completed for all proposals.
Before completion please read the Financial
Guidelines for project cost estimates;

■ Sections A–E: these request information on types of
proposals. You should only complete those
sections that directly relate to your proposal.
To make these sections appear, click the
appropriate button. Once you have
successfully added a completed section, a
tick will appear in the relevant box.

Section A - Sub-Contractors
Complete if there are sub-contractors
to be employed on the project
Click here to view
and complete Section ....................

Section B - Joint Contractor Projects
Complete if a joint contractor project,
i.e. the research is to be carried out by
more than one organisation.
(N.B. This does not include
sub-contractors.)
Click here to view
and complete Section ....................

Section C - Joint Funded
Complete if Defra is not the sole
funder
Click here to view
and complete Section ....................

Section D - Small Businesses
Complete if any of the contractors or
sub contractors are small businesses
(the definition of a small business is
given in note 16).
Click here to view
and complete Section ....................

Section E - Use of animals
Complete if the project
involves the use of animals.
Click here to view
and complete Section ....................
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1. (a) Project title (maximum 255 characters)

(b) Please give the Defra project
code or competition
reference (note 3).

(c) If the proposal is not
submitted in respect
of a competition, please
say why the proposal is
submitted.

2. Total cost to be charged to Defra (excluding VAT) ......................................

dd, mm, yyyy dd, mm, yyyy

3. (a) Start date (b) End date

dd, mm, yyyy

Date submitted
(c) Duration (d) to Defra

4. Is this work currently or about to be submitted in another application elsewhere? ................. YES     NO 

If YES: to which organisation

and by what date
is a decision expected

dd, mm, yyyy

£
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5 Contact details for project leader/contractor(s) representative to which Defra will direct correspondence on this
proposal. For joint contractor or consortium bids only the lead contractor details should be provided here.

● Title

● First name

● Surname

● Position held

● Telephone No. (including
national dialling code)

● Fax No. (including
national dialling code)

● E-mail address

6. Name and address of organisation

● Organisation title

● Building

● Road

● Town

● County

● Postcode

● Country
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7. (a) Project description
In the box below please provide a non-technical summary of your research proposal that would be easily
understood by non-scientists (note 4). If your proposal is successful this summary will be published on
Defra website.



  Main Section   ■

SID 3 (2/05)

(b) Objectives
Please describe the general objectives of the project and the technical and scientific aims of the research
which must be measurable and timebound (please number the objectives). If your application is accepted,
these objectives will be included in the agreement between you and the Department. Please, therefore,
restrict your entry to the salient points and set these out clearly and concisely.

(c) Approaches and Research Plan
Outline the approaches to be used to achieve the objectives, describing the scientific context where
appropriate. Set out the work plan for the life of the project stating clearly how you intend to proceed
(please include a GANTT chart if appropriate). The Approaches should be given the same number, and in
the same order, as the Objectives and must be clearly cross-referenced to the numbered Milestones set
out in Section 8. Where there is more than one contractor, please show clearly the roles of each. If your
application is accepted, the Approaches and Research Plan and Milestones will be included in any contract
issued. Please, therefore, restrict your entry to the salient points and set these out clearly and concisely.
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8. Milestones (note 5). These must relate directly to the Objectives and Approaches as detailed in Section 7(b)
and (c). (This table is restricted in size, do not attempt to exceed its length or text will be lost).

Target date No. of months Description of milestone Cost (£) where
(dd, mm, yyyy) from start date (maximum 120 characters) required (note 4)

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29
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9. Surveys (note 6)

Will the research require a survey to be carried out? .............................................................. YES     NO 

10. Risks which might prevent or delay the achievement of project objectives (note 7).
(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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11. Quality assurance (note 8)

(a) Please state what procedures you operate for Quality Assurance, including registration to ISO 9001: 2000,
UKAS 17025 or GLP. (This box is restricted in size, do not attempt to exceed its length or text will be lost).

(b) This Project will be completed in accordance with the measures
laid out in the Joint Code of Practice for Research .......................................................... YES     NO 

(c) If NO, please list the areas of the Code that you feel cannot be met and describe the remedial actions you
intend on taking to ensure future compliance. Please indicate the dates by which you expect each of these
actions to be complete. (This box is restricted in size, do not attempt to exceed its length or text will be lost).

12. Statistical input to project (note 9)
(a) Has a statistician’s advice been reflected in

your proposal, particularly the experimental design? ....................................................... YES     NO 
If YES, go to (b).
If NO, please explain why you thought this was unnecessary.
(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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(b) What statistical input will be included in the analysis of the results and how will this be reflected in the
outputs? (This box is restricted in size, do not attempt to exceed its length or text will be lost).

(c) Statistical adviser’s name,
position held and
qualifications

13. Benefits and outputs
(a) Describe and quantify (note 10).

(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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(b) Do you think further research or development will
be needed before these benefits can be realised? ........................................................... YES     NO 
If NO, go to (c). If YES, please give reasons.
(This box is restricted in size, do not attempt to exceed its length or text will be lost).

(c) Is the proposed research likely to lead to:

(i) protectable results (e.g. patents, design rights etc.)? ................................................ YES     NO 

(ii) other commercially negotiable results (such as ‘know-how’)? ................................... YES     NO 

If YES to (i) and/or (ii), please give details including interest already expressed.
(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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14. Communication of results
(a) How will the results be communicated? (Note 11).

N.B. In any publication including press articles, the financial support of the Department must be acknowledged.
(This box is restricted in size, do not attempt to exceed its length or text will be lost).

(b) What measures will be taken to encourage knowledge transfer?
(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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15. Capital equipment devoted to project
(a) To assist Defra in assessing your capability to carry through the project successfully, please list the capital

assets to be used on the project, e.g. specialist buildings or equipment, animal housing, computers.
(This box is restricted in size, do not attempt to exceed its length or text will be lost).

(b) If any of the assets listed above need to be purchased for the project and you expect Defra to contribute
to the cost, please list details below including estimated cost and any ‘in kind’ contributions (note 12).

N.B. Defra will not contribute to the cost of any new item that will duplicate one
already in your possession unless the latter is unavailable for use on the project.
(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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16. Staff effort
(a) Please list the names and grades/job titles of staff and their input to the project together with their unit

costs e.g. daily charge-out rates (note 13)
(This box is restricted in size, do not attempt to exceed its length or text will be lost).
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(b) Summary of staff time involved (note 14)

Staff time per project year in days (whole day only)

Name of staff member.
(If not yet appointed Project year Project year Project year Project year Project year Total Days
enter the task to be

performed e.g. Res. Asst.) 1 2 3 4 5

Total staff
days per year

(To calculate ‘total days ‘click on the calculate staff days button above)
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(c) Curriculum Vitae.
Curriculum Vitae of all staff to be engaged on the project should be detailed in the Word document below.
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17. Estimated project costs (all funding bodies)
Before completing this part of the form you should read the Financial Guidelines for project cost estimates.

The table below is a summary table and will automatically calculate total estimated project costs from the cost
details you provide for each contractor working on the project. To provide these cost details, please click on
the button below and complete a separate contractor page for each contractor. If you are a sole
contractor you must also complete a separate contractor page.

Financial years (April – March) (e.g. 04/05)

Year ______ Year _______ Year _______ Year _______ Year ________ Total

Costs £ £ £ £ £ £

Pay costs

Consumables

Equipment

Travel expenses

Overheads

Sub contracts/consultancy

Other

Total costs*
(FINANCIAL year)

VAT (FINANCIAL year)

Total project costs*
(PROJECT year)

*Excluding VAT. (See also Guidelines (non-competitive work must be costed at current prices)
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Contractor costs
The table below must be completed for each contractor working on the project. Please provide a detailed breakdown
of your proposal costs with VAT by financial year and a summary of the total project year costs. This should
include the total costings of any sub-contractors to be used. Detailed costings for sub-contractors should be
given in Section A. Once generated a contractor page cannot be deleted. If you do generate this page in error
leave blank.

Contractor name Financial years (April – March) (e.g. 04/05)

Year ______ Year _______ Year _______ Year _______ Year ________ Total

Costs £ £ £ £ £ £

Pay costs Description

Costs

Consumables Description

Costs

Equipment Description

Costs

Travel Description
expenses

Costs

Overheads Description

Costs

Sub contracts Description
consultancy

Costs

Other costs Description

Costs

Total costs*
(FINANCIAL year)
(To calculate click on the ‘calculate’ button above)

VAT (FINANCIAL year)
(You must manually enter VAT costs)

Total project costs*
(PROJECT year)
(You must manually enter total project costs)

*Excluding VAT. (See also Guidelines (non-competitive work must be costed at current prices)

Are you registered for VAT?................................................................................................... YES     NO 

If YES, what is your VAT registration number ............................................
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18. Please give below the address to which payments should be made.

● Organisation title

● Building

● Road

● Town

● County

● Postcode

VAT status

● Will charge VAT ................. YES     NO 

19. Insurance
The Department normally requires its research contractors to hold a default minimum of £5 million in insurance
cover in respect of any single claim. Please state below the current level of insurance cover you hold in respect
of Employer’s Liability; Public Liability; and Professional Indemnity, together with the insurer and current
insurance certificate number. Should your bid be accepted, you may be required to provide a copy. If you
believe lower insurance cover is applicable, you should suggest to what level and explain why. (Note 15).
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Declaration (to be completed by a duly authorised signatory of the proposer’s organisation)

I declare that:
(a) I have read all sections of this proposal, the

financial guidelines for project cost estimates, and
Defra’s standard contractual terms and conditions
for a research contract;

(b) if agreed for funding, the work will be
accommodated and administered in our
organisation in accordance with the above
mentioned terms and conditions;

(c) the costings in this proposal conform to the
above mentioned financial guidelines, and the
staff gradings and salaries quoted are correct and
in accordance with the normal practice of this
organisation;

(d) no capital equipment proposed for purchase for
the project, and included in the project costings,
duplicates existing equipment which is available
for use on the project;

(e) Defra may use the information in this application
for the purposes outlined on page 1.

dd, mm, yyyy

Signature Date

Title

● First name

● Surname

● Position held

● Telephone No. (including
national dialling code)

● Fax No. (including
national dialling code)

● E-mail address

Name and address of organisation

● Organisation title

● Building

● Road

● Town

● County

● Postcode

● Country

For submission of this form, please see note 1
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Only to be completed if there are sub-contractors to be employed on the project
To provide cost details please click on the button at the foot of the page for each sub-contractor.

Sub-contractor’s details:

Name and address
of organisation

Contact name

Telephone No.

E-mail address

Name and address
of organisation

Contact name

Telephone No.

E-mail address

Name and address
of organisation

Contact name

Telephone No.

E-mail address

Name and address
of organisation

Contact name

Telephone No.

E-mail address

Name and address
of organisation

Contact name

Telephone No.

E-mail address

Name and address
of organisation

Contact name

Telephone No.

E-mail address

Check box if Section A is completed
Only tick here if you intend the details to be included in your proposal

Section A
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Notes

Note 1
The SID 3 must be submitted electronically. In addition,
please send one signed paper copy plus any further
paper copies if requested by Defra. If this proposal is
being made in response to a Defra competition, the
electronic version must be sent as instructed. The
competition details will give the deadline for receipt of
bids, the number of paper copies needed, and the
address to which these must be sent. Defra does not
accept unsolicited proposals on this form.  If, following
discussions with Defra, Defra has asked you to
complete this form outside of a competition, please
send an electronic version, a signed paper copy and
any additional paper copies requested to the Defra
person with whom you had the discussion.

Note 2
This form is in primarily PDF format. It requires you to
have Adobe Acrobat Reader 6 on your PC. If you do
not have this version it is downloadable free of charge
from:

http://www.adobe.com/products/acrobat/
readermain.html

You must have at least Adobe Acrobat Reader 6
loaded on to your PC before you attempt to
complete the form.

The PDF sections of the form are designed to provide
Defra with concise information from contractors in
each section. We do not expect you to include tables
or graphics in these sections as you will have difficulty
in formatting the form. The PDF sections are restricted
in size and are non-expandable and you should not
attempt to exceed their size otherwise text will be lost.
The font type and size is set and cannot be amended.

However, there are two sections of the form where
Word templates have been embedded for contractors
to provide detailed information on a proposal and
allow for flexibility in importing text, tables, CVs and/
or graphs. You should follow the guidance provided in
using these templates.

You should read the additional guidance available in
the Notes to help you in completing each section.

To access the relevant note, please click on the
reference to the numbered note shown in the section.
To return to the question from the Notes page, simply
click on the Note title (i.e. note 1, note 2 etc.). This
will take you back to the section to which the
numbered note refers.

Note 3
This number will be given in the competition details. If
your proposal is not submitted in response to a
competition you must obtain a project code from the
Defra official requesting the proposal.

Note 4
This is your opportunity to explain to the outside world
what this project will deliver. Please provide a general
summary of the project objectives and approaches,
and the anticipated results – in particular what
benefits this project will achieve for Defra and the
taxpayer. Please remembers your audience and that
this will almost certainly include non-scientists, avoid
jargon and explain acronyms.

Note 5
Based on your research plan, please give milestones
(i.e. points at which progress can be assessed) with
targets for monitoring progress of the research
towards the scientific objectives. These should number
no more than 6 per project year. Where work is
seasonal, you need only express milestones in date
form but if work is not seasonal, you must express
milestones in date form and in terms of numbers of
months from the proposed start date e.g. month 15.
The dates will be formatted automatically.

Each milestone description should not be more than
120 characters. If your application is accepted,  the
Milestones will be included in the agreement between
you and the  Department.

For certain projects, the Cost column must show
payments to be made at milestone points. Where a
competition is held, the competition details will state
whether these milestone payments apply. If in doubt,
you must check with Defra before submitting your
proposal.

Note 6
Controls apply to all Government sponsored statistical
surveys where there is a potential burden on
businesses and/or local authorities (generally, surveys
of households and individuals are outside the
controls). Surveys are only acceptable if they form an
essential part of the project. Where a survey is
proposed, Ministerial and Defra Survey Control Unit
approvals are required and time must be allowed for
this before an agreement is signed. Separate approvals
may be required by Survey Control Units for Wales and
Scotland if respondents are within these countries. The
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Defra officer responsible for assessing your project will
seek the necessary approvals, but proposers should
note that a research contract cannot be placed for a
project containing a survey until provisional approval
of the survey has been obtained.

Note 7
Please give details of any particular factors which
might cause delays in the achievement of the project
objective(s). What are the chances of this happening;
what are the probable consequences; and what steps
will you take to prevent this happening?

Note 8
From 1 June 2004, it is expected that all Defra-funded
research will be performed in compliance with the
requirements of the Joint Code of Practice for
Research. Defra reserves the right to audit projects
against the Code.

This application will not be automatically rejected if
the project will not be performed under quality
assurance measures that fully meet the Code’s
requirements. However, you will need to specify at
(Section 11, (c)) which quality assurance measures you
feel are not yet in place (or are not relevant) and,
where appropriate, state the timescale in which these
will be addressed to meet the Code’s requirements.
Where quality assurance measures require
development, appropriate interim project
management arrangements should be outlined with
the project milestones. These factors will be taken into
account in appraising this proposal and managing the
project if the proposal is successful.

The Project Leader is responsible for all the work
carried out on the project, including work supplied by
sub-contractor(s). You should therefore assure
yourself that the contribution they provide to the
project is carried out in accordance with your stated
compliance with the Code of Practice.

Note 9
It is important that the appropriate level of statistical
expertise has been applied to the research Defra
funds. In particular, Defra needs to be assured that a
statistical adviser has been consulted, where necessary,
about the proposed research.

Note 10
Please describe and quantify the benefits which may
arise from this project, how the results will be used
and who will make use of the results of this research -
e.g. Defra, industry or consumers - including the level
of interest/impact on industry. Where the project
specification has been supplied by Defra, you should
draw on this when completing this section.

Note 11
Please list anticipated numbers and if possible
expected dates for submission of publications in
refereed journals, trade journals or the press,
presentations or demonstrations to the scientific
community or trade organisations, publications for
end-users; and internal reports or publications. Where
the project specification has been supplied by Defra,
you must include any communication requirements
laid down in that specification. Additionally, Defra
invites you to add any proposals of your own to
communicate the results.

Note 12
Section (d) of the Financial Guidelines explains how
equipment costs should be treated in your costings.
On rare occasions, Defra will meet the full purchase
price because it wishes to own the equipment for
possible transference to another contractor in due
course, e.g. air monitoring equipment. Please state
clearly in this section if Defra is to fund the full cost of
a piece of equipment.

Note 13
This information is required for Defra’s initial
assessment of a proposal. You should only provide
names, grade/job title, a brief summary of project
activities and costs. Please do not repeat the level of
detail of a CV required in section 16(c).

Note 14
You should show here the staff days expected to be
spent on the project, including both scientists and
assistants, during each year of the project. Please
make an entry for each member of staff and cross-
reference to Section 16 (a) by, for example, using
initials of staff member. If it is helpful in order to clarify
your proposal, entries for individual staff can be
broken down by task.



SID 3 (2/05)

Note 15
The standard contract clause requires a minimum
cover of £5 million in respect of any single claim unless
a different level of insurance is agreed. This minimum
cover has been set to reflect the level currently reached
by such claims generally. Most contractors that the
Department deals with have such cover. However,
some contractors may not, or may consider that the
risk involved with a particular project justifies a lower
figure. Defra will accept a lower insurance figure
where it agrees it is commensurate with the risk.
Contractors should state whether they believe a lower
insurance figure is reasonable and provide justification.

It is the Department’s policy to hold contractors
responsible for any costs incurred through the latter’s
negligence or breach of contract. The standard clause
places no financial limit to this responsibility and
therefore the contractor remains liable even though
the claim may exceed the limit of the contractor’s
insurance.

Note 16
For this purpose, a small business:

● has fewer than 250 employees; and

● has an annual turnover of no greater than €40
Million (about £26M) or alternatively a balance
sheet total of no higher than €27 Million (about
£17M); and

●  independent (that is less than 25% of the
business is owned by enterprises that do not
conform to the other criteria – this rule need not
apply to investments that are held by public
investment corporations, venture capital
companies or other institutional investors provided
they do no exercise control over the business).

Charities, university spin-offs, individuals and groups are
deemed to be small businesses if they fulfil the above
criteria. Further details of this initiative can be found at
http://www.defra.gov.uk/science/default.htm
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Financial Guidelines

The following Notes are to help you provide all the
details necessary for the project costs.

(a) Pay costs
You should include the costs of personnel
working directly on the project.  Defra is willing to
accept pay calculations on the basis of average
pay costs. In this event you should indicate the
average pay used for the grade(s) in question.

(b) Inflation
(i) If the project is submitted under a

competition, a percentage to cover inflation
can be built into the price, but please bear in
mind that overall cost is a factor in the
selection process.

(ii) If the project is not submitted under a
competition, costings must be submitted at
current prices, and Defra will add an
allowance for inflation in line with the
Treasury’s forecast GDP deflator.

(c) Consumables
These will be essentially scientific laboratory
supplies, (e.g. glassware, chemicals) costing
individually up to £2,000 in value which are
purchased from third parties. Please give brief
details.

(d) Equipment
Capital equipment is a fixed asset costing over
£2,000 in value which is expected to yield
continuous service beyond the year in which it is
purchased. It includes items such as scientific and
information technology equipment. The
equipment must be essential to carrying  out the
project. Three quotations must be obtained for
each item of equipment. (See note (ii) below.)

For new equipment Defra will usually only fund
that proportion of its working life (normally 5
years) to which it is used solely on the project (i.e.
if a project is of 3 years duration Defra will fund
3/5th of the cost at the rate of 1/5 each year.
Where equipment has a useful life of more than 5
years and/or is used for other purposes, you
should make an appropriate reduction in the
annual rental charged to  Defra. Where new
equipment is required please give details of the
make, model, price and the year when each item
is to be purchased and its purpose. Likewise,

please indicate when equipment is to be leased
and give details of the costs of rental for each
year.

A piece of equipment may need to be allocated
full-time to a project. In such a case, the fact that
an organisation owns a similar piece of
equipment for use on other projects does not
remove the need here for that equipment to be
either purchased or hired, although the usual
rules on the amount to be paid will apply. It is
however for the contractor to justify such a
purchase.

You may be asked by  Defra to provide the
following as appropriate:

(i) the original purchasing invoice or top copy of
the rental agreement. This will be returned
immediately after a copy has been taken; and

(ii) the original written quotations obtained from
three different suppliers.

N.B. In appropriate cases e.g. where it can be
shown that the technical specification of
equipment precludes all but a single supplier, a
single written quotation will be acceptable.

On rare occasions, Defra will meet the full
purchase price of a piece of equipment. This is
where Defra wishes to own the equipment for
possible future transference to another contractor
in due course, e.g. air monitoring equipment.

(e) Travel expenses
Visits to conferences and similar functions in the
U.K. or elsewhere will not normally be regarded
as an eligible cost. Exceptionally, however, such
costs may be funded where you can demonstrate
to Defra’s satisfaction that the visits are essential
to the project.

Where travel and subsistence costs are necessary,
please give brief details.

(f) Overheads
This covers central and departmental costs (direct)
that underpin the research activities and costs
which cannot readily be uniquely assigned to
particular research projects indirect These may
include the following:

● financial services (finance, accounting,
tendering, marketing);

● personnel services;
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● staff facilities (transport, health and safety,
training, welfare, laundry);

● departmental services (administration, library,
secretarial, printing, minor stores items and
laboratory and workshop support);

● staff management, and cover for maternity
and long-term sickness benefits.

In line with Government policy, Defra is
committed to meeting the full economic costs of
all proposals submitted by the UK universities.

(g) Sub-contracts, consultancy fees, etc.
Please give brief details.

(h) Other costs
You should include here items which do not
readily fit under the headings provided e.g.
laboratory/analytical services, laboratory animals,
servicing of equipment, any non-equipment rental
charges, recruitment costs, computer software,
stationery items, student registration fees and
glasshouse heating.

You should provide a short explanation of the
requirement.

(i) VAT
Please follow these notes carefully because, in
certain circumstances, VAT can be reclaimed from
HM Customs and Excise, thereby lowering the
cost of the research.

(i) Defra is an eligible body under the VAT
(Education) Regulations 1994. If your
organisation is also an eligible body, you
should not charge VAT on the total price of
the research services you provide to Defra.
You may, however, include in your price, any
VAT in respect of services/items purchased in
order to carry out the research, provided you
are ineligible to reclaim this VAT from HM
Customs and Excise. This also applies if you
are not a registered trader.

(ii) If your organisation is not an eligible body,

and is registered for VAT, you must charge
VAT at the standard rate on the total price of
the research done for Defra. Defra can
recover this VAT under S41 of the VAT Act
1994.

● Organisations in category (i) above

Include the VAT that your organisation
cannot recover from HM Customs and Excise
within the price for the service/item under the
appropriate section. For example, The price
under ‘Sub-Contractor’ should include any
VAT charged by the sub-contractor (do not
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 (b)
Objectives


Please describe the general objectives of the project and the technical and scientific aims of the research which must be measurable and timebound, (please number the objectives). If your application is accepted, these objectives will be included in the agreement between you and the Department. Please, therefore, restrict your entry to the salient points and set these out clearly and concisely.


7.
(c)
Approaches and research plan

Outline the approaches to be used to achieve the objectives, describing the scientific context where appropriate.  Set out the work plan for the life of the project stating clearly how you intend to proceed (please include a GANTT chart if appropriate).  The Approaches should be given the same number, and in the same order, as the Objectives and must be clearly cross-referenced to the numbered Milestones set out in Section 8.  Where there is more than one contractor, please show clearly the roles of each.  If your application is accepted, the Approaches and Research Plan and Milestones will be included in any contract issued.  Please, therefore, restrict your entry to the salient points and set these out clearly and concisely.
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7a: Executive Summary


Dealing with the possible consequences of climate change depends on understanding predictions and taking action to mitigate against predicted changes, to adapt, or both.  Deciding whether to take action will require weighing up risks and benefits and evaluating alternative strategies. Decision makers will range from individuals, through local government, to national governments and intergovernmental negotiators, and in the public sector alone, cover a gamut of professions from engineers and educators to policy makers and scientists. 


Making policy requires access to knowledge, not just the underlying information and data. While data leads to information and knowledge, the steps from data to knowledge in the climate prediction arena can involve handling tens of terabytes of data (in information terms: roughly equivalent to several copies of the British Library's entire holdings), as well as significant knowledge of the tools (models) used to create the simulations, and a background in both environmental sciences and sophisticated statistics. Managing the underlying data itself is a problem, once data volumes become large enough, hardware and software problems that are rare with small data volumes become common enough that mitigation strategies against failure within the data archive itself are necessary.  Holding high volume complex data over time introduces new problems involving format migration and semantic interoperability.  Even just visualising the data to produce pictures can be difficult, let alone extracting the data necessary as input to other tools (for example extracting weather predictions as input to flood predictions), before producing policy relevant advice. 


Defra has funded, and continues to fund, projects which produce climate prediction data and scenarios and advice for the UK climate impacts community.  This work is one part of that continuum of research activity, covering the reliable storage of climate data and predictions, and the interfaces to that data to make it usefully available to the impacts community, who themselves provide policy relevant advice.  The data will be extracted from the archives of the Met Office Hadley Centre (MOHC) and made available by the British Atmospheric Data Centre (BADC), a national repository for storing digital environmental data for the long term (BADC expertise and additional funding via the National Centre for Atmospheric Science will also ensure that the data will be held for posterity).  It will then be made available to both experts in the climate impacts community and the general public via an interface to be developed together by the BADC and Newcastle University (both world leaders in developing web-based interfaces to complex geophysical data). The University of East Anglia and the MOHC will be providing expert advice to data users, and the former will be conducting workshops on how to use and interpret the data. The project will be carried out in close partnership with the Defra funded UK Climate Impacts Programme and will contribute to the Intergovernmental Panel on Climate Change (IPCC)'s Data Distribution Centre (DDC). Although there will be three significant components to the work (known as the data delivery package, or DDP, the LINK programme, and the DDC), this activity will create a joined-up resource that serves the whole community, from research scientist to town planner. Although the project will provide services to the research community and the public sector, the majority of the work is a research activity, as the service provision will require considerable research and development as the data volumes, formats, and types have never been made available on this scale before.


This project takes a significant leap forward from its predecessors, exposing cutting edge science involving complex probabilistic datasets and exploiting a Weather Generator (developed in another Defra project) to produce sample time series of weather conditions at specific UK locations in the future. Users will be able to pose questions about the data relating to their needs and concerns, and receive expert scientific guidance, much of it automated and exploiting new metadata standards developed both within this project and others with which the project participants are involved. The underlying archives will provide tens of terabytes in reliable network attached storage with multiple gigabit bandwidth to the wider Internet.  Support to users will be fast and reliable, exploiting both query management systems at the BADC and a new DDC website, to provide access to scientific expertise within the partnership.   Deployed interfaces to the data will be state-of-the art, and, where appropriate, exploit the latest standards-compliant metadata structures and interfaces to make the best use of both technology and experience in other communities.  An active climate scientist who is also an expert on data systems will provide UK representation on the IPCC task group on data and scenario support (TGICA).  To avoid duplication of effort between the components, the entire activity will be supported by a common management infrastructure and technical service layer which will dovetail with existing complex data and information systems at the BADC.


The team gathered together to do the work provides:


1. A thorough knowledge of the MOHC data management system for how to provide the required data volumes, metadata and services.


2. A scientific knowledge-base that can react fast to queries on a number of levels, from understanding the basics of a simple climatology to the complex mathematics inside the generation of the MOHC probability density  functions.


3. Data Management and delivery experts with experience of handling multi-terabyte datasets and making them available via simple web-interfaces.


4. Understanding and awareness of community needs including close links to UKCIP, the MOHC and the Weather Generator team to ensure convergence of the various projects in time for some very tight deadlines.


5. Experience of dealing with data users and stakeholders from a wide variety of backgrounds and levels of scientific expertise, to provide “world class” user community support.


7b: Objectives


We will deliver the three components required - the UK 21st Century Climate Scenarios (2008) Data Delivery Package (DDP), the LINK website, and the IPCC Data Distribution Centre (DDC) - by providing a single integrated system which minimises duplication of effort and exploits existing best practice in the British Atmospheric Data Centre (BADC) as well as new interfaces developed explicitly to meet the Defra requirements.


Specifically we will:


1. Deploy an integrated data management system that provides (a) safe
 reliable storage of the data in (b) an online network accessible repository with (c) effective bandwidth to the data in excess of 1 Gbit/s (exploiting parallel streams to the data), and (d) appropriate metadata structures for cataloguing, searching and usage logging. 


2. Populate the data management system with the data and information (documents etc) needed by the three component interfaces (DDP, LINK, DDC). This will involve both (a) seamless migration of the existing multi-TB archive at the BADC, along with (b) the extraction (including software development to support the task) of tens of further TB of data from the Met Office Hadley Centre (MOHC). Additional NERC funding will be used to (c) ensure the longevity of all such data obtained in the BADC archive beyond the end of the proposed contract, thus meeting national objectives for retention and curation of data
, and (d) make all catalogue entries associated with data and information holdings available to national and international search engines.


3. Develop the common software infrastructure required to support the web interface to the data management system for the three component interfaces DDP, LINK, DDC, each of which will be further customised as described below.  This will involve (a) appropriate human and computer interfaces to (b) common components, for example, the underlying Input/Output routines.


4. Provide technical and scientific services for DDP, LINK and DDC users. This will involve: (a) providing a web-based help desk which provides 24x7 receipt of queries to access both scientific and technical expertise in all the contract partners along with logging of queries and statistical summaries, (b) researching and implementing major improvements in the metadata associated with climate simulations (thus providing significantly more automatically available information about the differences between scenarios and model versions and their scientific and policy implications), and (c) conducting workshops and user-training events for, especially, DDP users in the UK Climate Impacts Programme.


5. Deploy the DDP website. This will involve developing new standards based techniques for (a) handling probabilistic climate datasets, (b) delivering time-series of data based on the weather generator produced by the Defra contract CEER0606, and (c) customised web-interfaces to the probabilistic and time-series data and the information. Two further cross-cutting components of this work will be: (d) early and accurate requirements capture from stakeholders and potential users, and (e) ensuring that uncertainty information is cascaded through all the pathways visible to web interface that a user might select.


6. Deploy the LINK website. The LINK-specific customisations to the web interface will include (a) a wide range of plotting and animation services that will exploit software developed in the NERC DataGrid project and other NERC funded projects. Users will be able to (b) download data subsets (ranging from location specific time-series to entire four-dimensional grids) in a wide variety of formats (including where appropriate, GIS formats, spreadsheet formats, and native data formats). 


7. Take responsibility for the DDC. This will involve (a) surveying the requirements of both users and the IPCC task group on data and scenario support for impact and climate analysis (TGICA), (b) consequential migration and redevelopment of the existing website to include, amongst other developments, better links to the LINK and DDP sites, (c) attendance of a senior scientist
 with both climate and data expertise at TGCIA meetings, (d) rapid response to TGICA requirements on site content.


8. Provide the following levels of service: All three websites will be deployed so as to be capable of responding to thousands of simultaneous requests for static documents within seconds or twelve simultaneous requests requiring server-side computation with little or no degradation of service. The systems will be designed for uptime exceeding 98%, but fault fixing will only be carried out within normal working hours. User registration will be required to carry out tasks requiring significant server-side computation, although some commonly required time-series datasets will be cached to improve performance and made available to the public without registration.


7c Approaches and research plan


Introduction


The three websites anticipated by Defra in the call each have specific issues that need to be realised in a final solution, but they also share common requirements. The common requirements include reliable online storage of data together with adequate network and software infrastructures and user-friendly interactive services. The specific issues revolve around (i) providing human and software interfaces to the complex new concepts and data associated with probabilistic forecasts, (ii) dealing with massive amounts of data, and (iii) dealing with interdisciplinary requirements on understanding and utilising climate scenarios.  


Both (i) and (ii) lead to significant further issues associated with extracting and moving numerical model simulation data from the Met Office Hadley Centre MASS store archive which is a tape-based system, optimised for a large number of retrievals of small datasets. This project will require massive extractions and data movements and will be a different mode of use, requiring suitably optimised processes for extraction and disk caching to improve performance. 


Experience tells us that dealing with climate simulation data (whether it be probabilistic, deterministic, averaged or otherwise) is a significant problem for users not familiar with modelling concepts and vast volumes of data. Problems range from difficulties extracting small subsets required for visualisation from large datasets to difficulties understanding the difference between individual simulations and/or individual parameters within simulations. The scenarios under which model runs have been carried out may or may not be well understood, but the implications for the simulations are rarely understood well by non-expert users.


The team we have gathered together are world leaders in all these issues: 


· The project will be led by the NERC funded British Atmospheric Data Centre (part of the National Centre for Atmospheric Science, NCAS, hereafter BADC). BADC already serve a user community of thousands, over half of whom are not atmospheric scientists.  The BADC are world leaders in providing interfaces to high volume datasets (via leadership roles in the Global Organisation for Earth System Science Portals, GO-ESSP
, the NERC DataGrid, NDG
, and development of the Climate Forecast conventions for netCDF
). BADC are close collaborators with the World Data Centre for Climate at the Max Planck Institute for Meteorology in Hamburg (also IPCC DDC partners), and through the NDG and GO-ESSP are already working on interfaces with the IPCC data centre at the Programme for Climate Model Diagnosis and Intercomparison (PCMDI) to support distributed archives. This latter work would provide an important complement to the DDP and LINK activities, while the former collaboration puts the partners in an excellent position for working on the DDC. BADC will deploy existing staff on the project to ensure a rapid start, and backfill their jobs with recruitments. The Head of the BADC, Dr Bryan Lawrence, will lead the project and provide representation on the TGICA. 


· The Met Office Hadley Centre (hereafter MOHC) are clearly best placed both to provide expert guidance on the simulations themselves, as well as dealing with problems extracting large datasets from their tape store (it is worth reiterating that the mode of use anticipated is very different from the normal MOHC mode of use). The MOHC will be deploying extra staff (both scientific and technical
) to make sure that both roles are fully supported within the project (although the dedicated staff might include a new recruit, clearly she/he will be embedded within an expert culture and able to draw on the expertise of other staff as necessary).


· The University of Newcastle (hereafter NCL) will be providing expertise from the geomatics research group, part of the School of Civil Engineering and Geosciences. Specifically, Mr Phil James, whose expertise is in spatial databases systems, applications and spatial data management, and web based data dissemination techniques will be leading the development of new web interfaces, especially to the probability based datasets.  Newcastle are able to  deploy existing staff in the project, and may also utilise students for extra developments.


· Professor Phil Jones, leader of the Climate Research Unit at the University of East Anglia (hereafter UEA), will be overseeing the workshops for users of the system, and from his strong background with Weather Generators, will work to ensure that this project deploys it appropriately. UEA will be deploying existing staff on the project.


Both BADC and UEA have considerable expertise in serving climate data to researchers from other fields, and they will together ensure that the requirements of the non-expert users of climate data are transferred to effective interfaces, and expert advice from the MOHC is accessible to non-experts.



The project structure is based around understanding the key components required for delivery. In essence these revolve around the following interfaces: 


· Data interfaces: actual input/output software layers to read and write the appropriate formats (including images).


· Software interfaces: where different parts of the modular software infrastructure have to plug together and exchange information. 


· Weather Generator interfaces: that will allow this tool will be fully embedded within the DDP.


· User interfaces: what users will expect to see via the web, including clear information and tools for generation of on-the-fly products such as maps and graphs. These will need to be customised for the three websites (DDP, LINK, DDC).


To avoid separate software stacks underpinning each website, we have structured this project so common factors (data and software interfaces) are abstracted into their own objectives. Also in common is the user support infrastructure, also abstracted into a single objective.  


The complete finances are in the parent form to this proposal document, but as an aid to the balance of effort, the following table shows the distribution of the staff effort between the various components (1-8, described below) in terms of full time equivalent staff effort.


		Project Totals

		Y1

		Y2

		Y3

		Totals



		DDP (5)

		1.6

		1.45

		0.2

		3.25



		LINK (6)

		0.35

		0.5

		0.2

		1.05



		DDC (7)

		0.5

		0.2

		0.2

		0.9



		Services (1-4,8)

		2.85

		2.95

		2.1

		7.9



		Totals

		5.3

		5.1

		2.7

		13.1





We now describe the project management procedures envisaged and progress to a full Research Plan describing the components of work (Approaches) required to deliver the project objectives. We discuss the risks associated with the project, the costing basis, and then proceed to the project timeline and associated Gantt chart.


In what follows:


· Formal project milestone references will be denoted using MS-n (MS-1, MS-2, etc), 


· Project objectives will continue to be denoted using Arabic numerals (1, 2, etc), and 


· Project objectives will consist of discrete components with capitalised letters (A, B, etc). These components should not be confused with the clarification of the objectives, which will be identified using lower case letters (a, b, c etc).


· Partner contributions to components will be indicated parenthetically at the beginning of objective descriptions, with the first partner being the lead partner for joint activities.


Project Management 


The project we propose involves a number of components to be developed and/or supported within disparate institutions to tight schedules. There are also external dependencies (the weather generator) and stakeholders. Accordingly, good project management and communication will be essential.


We will deliver the project according to PRINCE2 principles, with project management being provided by a specialist project manager at the BADC. Accordingly, we will establish a project board involving user and supplier stakeholders and the implementation team, and form strong relationships with the customers (represented not only by Defra but particularly the TGICA community and the UKCIPNext user panel). The project board will liaise closely with the DDP/Weather Generator Project Steering Group.


While not all the project partners are ISO9000 qualified, the procedures being deployed by the lead partner, BADC, will be in accordance with ISO9000 principles (indeed the host department of the BADC, Space Science and Technology at the Rutherford Appleton Laboratory expects to extend its existing ISO9000 qualification to all divisions, including BADC, within the lifetime of the project).


Internal project meetings will be frequent (weekly teleconferences early in the project, and where possible video and access grid meetings as well face-to-face meetings). Project components will be developed using an open-source methodology using the trac
 web-based software development tools, which will allow the test users to lodge issues and requests for functionality etc as well as bug reports (not to be confused with the general user support discussed in component 4A, the help desk, which will utilise the Footprints query management system).


Reporting progress and outputs is important for project management, auditing and knowledge transfer. Quarterly reports, summary financial year reports, annual reports and a final report will be provided to Defra. DDC reports will also be provided to the TGICA as required. Papers discussing the architecture and portable systems developed will also be presented to national and international conferences as appropriate.


Detailed Description of Project Components


1. Data Management System 


Deploy an integrated data management system that provides (a) safe reliable storage of the data in (b) an online network accessible repository with (c) effective bandwidth to the data in excess of 1 Gbit/s (exploiting parallel streams to the data), and (d) appropriate metadata structures for cataloguing, searching and usage logging. 


There is only one component to this objective: 


1A.  Data Management System. (BADC)


1A: The data requirements of the LINK, DDP websites are vast, expected to be of the order of tens of terabytes. These data are, or will be, stored at the MOHC in their MASS store system that is based on tape storage. This project depends on the data being available online as even requests that result in small datasets may require reading vast fractions of the archive from storage.  The BADC archival storage system, based on network attached storage
is already providing access to similar scales of data and making it available onto the Internet via Gbit/s bandwidth gateways. BADC already has in place structures for user management (which will be needed where delivery of data involves the Met Office license agreements, and to avoid service congestion), and can provide systems for cataloguing and data searching. All data served directly to users or applications will come from the BADC archives of MOHC and other products.


With such large data stores, hardware failures are inevitable (for example, BADC experiences one disk failure per month, and we have even lost two RAID systems due to near simultaneous disk failure). It is important then that the LINK and DDP websites especially exploit systems with resilience, and exploit duplication beyond that of simple RAID systems. This will be achieved by adding hardware to existing clusters, and making use of the Atlas Tape Store at the CCLRC for backup copies of key data (which will make use of a local cost-effective resource). Defra will be charged a flat fee for the data storage and access systems and their operational system maintenance, the project budget includes allowance for 50 TB of data (a facility charge at 3.7K£ per TB).


2. Population of Data Management System


Populate the data management system with the data and information (documents etc) needed by the three component interfaces (DDP, LINK, DDC). This will involve both (a) seamless migration of the existing multi-TB archive at the BADC, along with (b) the extraction of tens of further TB of data from the MOHC. Additional NERC funding will be used to (c) ensure the longevity of all such data obtained in the BADC archive beyond the end of the proposed contract, thus meeting national objectives for retention and curation of data, and (d) make all catalogue entries associated with data and information holdings available to national and international search engines.


Developments in computing capacity expand the kinds of scientific questions that can be asked. As a result the volumes of data being produced and analysed grow rapidly. We intend to push at least 8 TB per year to the BADC from the MOHC through the lifetime of this contract. The following table shows estimates of the data and the key models expected to be used to generate data shared by the LINK project from 2006-2009.


Estimated model volumes to be transferred during this contract.


		Model/Dataset

		TB



		UKCIP PDF

		1



		HadCM3

		3



		HadRM3

		6



		HadGEM1

		20



		HadGEM1+

		20





The issues associated with each of these datasets are different.  Accordingly, this objective has been broken into five components of work:


2A.  Migration of existing LINK archive and ingestion from MOHC (BADC)


2B.  Delivery of the Regional Climate Model Archive (MOHC)


2C. Delivery of the Global Climate Model Archives (MOHC)


2D. 
Delivery of the UKCIP PDF archive (MOHC)


The exact number and length of simulations to be transferred will be defined by what can sensibly be provided (and documented) by the MOHC (under the resource provided) and the requirements of the user community. We will release a provisional catalogue of what will be made available by MS-8, and this will constrain the volume of data to be transferred. However, previous experience suggests there will be some modification after this deadline to exactly which simulations are available, considered reliable enough for publication, and requested by the community.  The MOHC and BADC will attempt to be as flexible as possible in supporting these requirements, within the resources of the project., but the MOHC will make the final decisions as to which simulations will be made available.


2A: No migration costs will be incurred as the existing archive is at the BADC, however the BADC software infrastructure will be scaled up to provide a consistent framework for ingestion, data checking, archival, backup, metadata generation, documentation, logging and delivery as the expected data volumes will exceed the capacity of the existing methodology.


BADC staff will carry out the actual transfer of data to the BADC. Data will be transferred by (i) the internet and (ii) portable hard disk. Providing the appropriate data transfer process (whether network or portable disk) will be the responsibility of the MOHC.


The MOHC will also have to expend significant staff effort in managing its part of the process chain to provide such unprecedented volumes of data in a reliable manner. In order to ensure that the data requirements of the DDP and LINK communities are realised the MOHC will develop:


i. A supported and maintained “Direct-to-Disk” solution for delivering Unified Model (UM) output data to BADC (and other external partners). This will enable mission-critical projects such as the DDP to output data directly to disk cache where MOHC scientists can access them for post-processing (before transferral) in a timely fashion without reliance on the tape archival system. The system needs to be fail-safe to avoid the physical problems on the disk system impacting the production of the super-computer. A back-fill system, to fill in any gaps during outages, will be developed and made robust. This system will be ported to all versions of the UM used in the project lifetime. New disk subsystems will be required and these will be deployed by MS-5.


ii. Deployed and maintained archive extraction system tailored to the requirements of this project. This system will allow automated extraction and deliver large data extractions from MASS, without taking an excessive amount of staff time. It will need to be robust to problems that can arise in the extraction chain (for example, retrieval failures, timeouts, disks being full etc). The system will be ported to any replacement MASS system (expected in the project lifetime) and requirements of this proposal will be represented to the replacement project. In the meantime resources, such as tape drives, are required to support the sustained extractions without impacting on other MASS store users. These will also be deployed by MS-5.


2C: The MOHC will have made all the regional climate runs available for the BADC by MS-12.


2D: The MOHC will have made all the global climate model runs to be included in this contract available? by MS-14 (the second year report).


2E: The MOHC will have made all the probability density function data for the DDP available by MS-14.


3 Common Infrastructure


Develop the common infrastructure required to support the web interface to the data management system for the three component interfaces DDP, LINK, DDC, each of which will be further customised as described below.  This will involve (a) appropriate human and computer interfaces to (b) common components, for example, the underlying Input/Output routines.


There are three components to this work:


3A.  Design (BADC)


3B.  Interfaces (BADC)


3C.  Implementation (BADC)


3D.  Deployment (BADC)


3A: All three websites (DDP, LINK, DDC) will share the requirement to tie documentation to simulation data held in a variety of formats, and all three will require Input/Output routines which can read the data to auto-generate, for example, parameter lists for display. The project expects to have to deal with at least NetCDF, MetOffice-PP and ASCII data as input formats, yet display in the same way parameter lists, and documentation. We will exploit and extend the NERC DataGrid work on Input/Output libraries and data modelling to design methods which will minimise duplication of effort. This work will be complete by MS-4.


3B: The data in the archive will be in files, but we expect to provide users with interfaces which hide the file formats and file boundaries from the users (and higher level software interfaces). We will be exploiting interfaces based on the NetCDF data model, the CF-conventions, and extensions to the Geographic Markup language (GML).  


3C: The implementation of these designs will be in code libraries that will be made available as open-source software.


3D:  The initial development (3A, 3B, 3C) will be complete by Y1 (MS-9), but ongoing maintenance and development will be expected in response to both metadata structure evolution and the final DDP and LINK interfaces.  We also expect that there will be a continual improvement in the support for a greater variety of data formats, in particular, observational formats needed for comparison with the model data, throughout the project. Update versions will be released with each subsequent annual report (MS-14, MS-18)


4. User Support Services


Provide technical and scientific services for DDP, LINK and DDC users. This will involve: (a) providing a web-based help desk which provides 24x7 receipt of queries to access both scientific and technical expertise in all the contract partners along with logging of queries and statistical summaries, (b) researching and implementing major improvements in the metadata associated with climate simulations (thus providing significantly more automatically available information about the differences between scenarios and model versions and their scientific and policy implications), and (c) conducting workshops and user-training events for, especially, DDP users in the UK Climate Impacts Programme.


The combination of three similar projects into one funding call provides the contractor with an opportunity to make clear efficiency gains in developing crosscutting services that can underpin multiple websites. In terms of scientific support we will harness the expertise in climate modelling and research available from the MOHC who will manage the scientific support across all project components.


There are four distinct components to this activity:


4A. The Help-Desk (BADC and MOHC)


4B. Development of Metadata Structures to describe modelling activities and simulations (BADC and MOHC)


4C. Population of the Metadata Structures (MOHC)


4D. Training and User Workshops (CRU, MOHC, BADC)


4A: We will provide a single point of contact helpdesk to cope with all queries coming generated by DDP, LINK and DDC enquiries. These will be passed to the relevant experts (i.e. MOHC scientist, BADC data scientist or other domain expert). We will use the Footprints query management system that provides a simple web-interface accessible by all parties from remote sites. This system also provides logging, statistics and escalation management for queries. Any queries received via telephone, verbal or written means will be lodged in the system. Where appropriate a knowledge base of answers will be mined for useful information that can be provided on the project websites. We will be exploiting the BADC experience of providing extensive user support over many years (and in particular of supporting LINK users since 2003). Note that the backend system will be linked to branded helpdesks within each distinct website.


The MOHC will provide detailed and extensive support to users (both scientists and non-scientists) offering advice on scientific questions and technical aspects of climate data produced internally (in the case of DDP and LINK users) and other modelling centres (for the DDC). This will involve coordination and provision of scientific advice given to users. Advice would be given on technical aspects of the data e.g. how it was processed, and which model diagnostics have been validated, entraining help from suitable experts when required. This work will not offer consultancy and so it will be necessary to set up a formal policy to determine when a request requires consultancy. The MOHC commercial contact would help to develop the commercial policy. Liaison with the MOHC Communications and Information Manager will also be undertaken.


The project will be employing approximately half a dedicated staff member at the MOHC to provide this guidance, as well as exploiting other staff in the project and within the BADC support environment. Where queries are clearly outside the scope of their expertise we will identify contacts (such as DDC data providers) and keep a database of their details for follow-up interactions. Queries and feedback will also help us to develop a clear understanding of the datasets required by users. 


Given the Defra priorities of the three projects under this contract we expect to partition the scientific and technical advisory role as follows: DDP (50%), LINK (40%), and DDC (10%). If we receive more queries than can be answered within this resource we will inform users that they must wait for a response. Should this cause alarm this situation will be escalated to the project board, then Defra and UKCIP as appropriate, to seek solutions.


4B:  Our experience with previous LINK contracts and the experience of PCMDI with their IPCC AR4 archive have made it clear that not only is it imperative for users to have high level documentation which clearly explains the characteristics and context of various simulation scenarios, they need the documentation laid out with more structure than is achieved by simply providing free-text documents. 


Information required includes model description, project description, lead organisation, climate scenario information etc. BADC and the MOHC will together extend and harmonise existing initiatives (NumSim
, NMM
, MOLES
, Gridspec
) to provide an XML schema to document simulation characteristics. This schema will be produced to provide structure for first point of reference information for both non-scientist and experts. The schema will support references to more comprehensive descriptions in technical reports and the scientific literature, and where copyright permissions allow, such reference links will resolve to copies held in the BADC archive. It will be possible for users to compare and contrast characteristics of the simulations using indexes constructed using the schema (the ability to construct such comparisons for simulation holdings has been regularly requested of both the BADC and PCMDI). The schema will also be designed for exporting information to other projects.


A metadata capture tool will then be developed to embed the generation of the metadata partly at configuration time as modellers are constructing their experiments. This will ensure that metadata is considered as part of the modelling process. We will aim to integrate this tool into current MOHC processes. Tools to export to external formats will also be produced. These metadata developments should increase the accessibility of MOHC model data leading to greater usage of this Defra-funded resource.


4C:  The MOHC will populate instances of the XML schema developed in 4B for all simulations used to provide data to this project (i.e. all the simulations needed for the DDP, LINK and DDC websites). The MOHC will additionally produce a complete (in terms of datasets that might be exploited externally) and publicly available catalogue of such datasets and variables (not only those delivered within this project). The MOHC will set a policy in place regarding:


· Which datasets can be made available to the external community, including


· Which external user groups will have access to which datasets


· What licensing conditions will apply to each dataset in terms of both data manager (BADC) and end users


· What scientific advice is needed alongside each dataset to ensure appropriate usage and interpretation.


The policy will be informed by internal and external consultation. Internally there will be significant liaison with projects such as IPCC AR4, PRECIS and ENSEMBLES. This work will ensure that releasing the data does not compromise MOHC research or commercial opportunities.


The MOHC will also generate a set of answers to Frequently Asked Questions to made available wherever needed.  This will be published by the BADC and UKCIP with two-way feedback enabled by the help-desk, allowing timely updates.


4D: (i) It is essential to the DDP that UKCIP are properly equipped to support their own users. The MOHC will therefore provide specific training, if required, to UKCIP user support staff to ensure that they have a clear understanding of the underlying scientific issues underpinning the simulation data, the probabilistic concepts an the relationship with the weather generator.


4D:(ii) The CRU experience and expertise will be employed to host user workshops. These will include presentations, and skill/knowledge sharing exercises led by BADC (data-related), the MOHC (science issues) and the user community. Two major workshops are planned: the first (MS-11)  to follow the first release of the DDP (MS-10), the second (MS-17) following a review period of the DDP, and a re-release in response to user feedback (MS-15). The workshops will cover: Technical support (how to access data and use tool; scientific support (interpretation and understanding of the data); and be designed to facilitate information sharing to nurture community interactions.


We will liaise closely with our project board and UKCIP (together with their user panel) to ensure that DDP user workshops have optimum impact by making sure they are timed according to other activities. 


5. The Data Delivery Package 


Deploy the DDP website. This will involve developing new standards based techniques for (a) handling probabilistic climate datasets, (b) delivering time-series of data based on the weather generator produced by the Defra contract CEER0606, and (c) customised web-interfaces to the probabilistic and time-series data and the information. Two further cross-cutting components of this work will be: (d) early and accurate requirements capture from stakeholders and potential users, and (e) ensuring that uncertainty information is cascaded through all the pathways visible to web interface that a user might select.


This objective depends on the provision of data (objective 2) and the underlying system (objective 1) and common interfaces (objective 3). Effective user interaction will depend on user support and training (objective 4).  The requirements to provide an interface to the weather generator will require close cooperation with the team developing the weather generator under Defra contract CEER0606. There are four specific work components in the activity to support this objective:


5A.  Requirements Capture and design. (BADC)


5B.  Development of Techniques to handle probabilistic data (BADC)


5C.  Development of Interfaces to probabilistic data (NCL)


5D.  Deployment (BADC)


5A: The DDP requirements capture and planning phase will ensure that we capture the requirements correctly and that full engagement of the weather generator project takes place early. We will begin the DDP project by consulting the community and scheduling monthly meetings with UKCIP and the weather generator project to discuss progress and plan development stages. Guidance will also be taken from the Project Board. The philosophy of “designing to interfaces” will be followed to ensure that each sub-component of the system can be developed at its own pace without requiring the full infrastructure to support it.  


We aim to make the DDP “Product generation” and “Processing” layers available to the Met Office Hadley Centre authors of the UK 21st Century Climate Scenarios to provide consistent graphical content in the report and via the web. However, we acknowledge that the contents of the scientific report cannot be fully known a priori and some graphical images will be only available in the report


The requirement capture process will explicitly take account of what can be learnt from the UKCIP/MOHC/EA study “Applying probabilistic climate change information for strategic resource assessment and planning”.


5B: Developing techniques to handle the Probability Density Functions (PDFs) will require significant investment of effort. While the MOHC will have a methodology of handling the data, it is predicated on all those handling the data being very familiar with the data, it’s characteristics, and the relationships between the internal parameters. It will be crucial to develop methods, and enter them into a standards track (via the CF conventions
) so that we can both minimise duplication of research and development on the international scale, and best exploit developments elsewhere (particularly those anticipated in the climate community as the AR5
 activity spins up). 


5C:  To meet the aims of the project we will put significant effort into designing a user-friendly interface that reacts to the user more like a web-based application than a set of web pages. We will work closely with the Weather Generator project to ensure a clear and configurable user interface that seamlessly wraps the weather generator as well as presenting the underlying probability distribution function data.  Interfaces will support, where possible, uniform data-analysis/visualisation tools whether users are interacting with probabilistic (PDF), deterministic (climate model) or weather generator outputs.


We will re-use existing technologies to develop specific tools that create an intuitive user experience. Each web-based tool will call functionality that is provided by the “Product generation” and “Processing” layers. These will perform the complex and intensive computations that return the data products and visualisations to the user-interface. The weather generator code will be ported to the BADC. A cache will be employed to temporarily store recently produced outputs, thus speeding up access to commonly accessed products. 


The NCL  research team have experience in working with climate data and Weather Generator software, developing map based user interfaces to weather generator software for the EA EARWIG project (currently deployed in the EA).  This work was carried out in conjunction with Mr Chris


Kilsby and colleagues also based in the School of Civil Engineering and Geosciences at the University of Newcastle.  This experience and close working relationship will greatly assist the tight integration of the


weather generator within the DDP interfaces.


These functional interfaces to the DDP will be defined in such a way that other projects could interface input and outputs with minimal effort (so as to, for example, provide the data as input to a flood model, or provide access to flood model outputs). Such definitions will depend on the adoption of standards for exchange of geospatial data, such as those underpinning the EU INSPIRE initiative. The interface definitions will be developed together by BADC and NCL using the Unified Modelling Language (UML) after significant discussion with the internal and external project partners. The modular design will allow further expansion of the web-functionality to be easily incorporated into the software system. Draft versions will be circulated to ensure buy-in from all interested parties. 


5D: Development of the DDP will include frequent interactions with the various stakeholders and a key issue will be to engage “dummy” data based on early versions of the weather generator which our UEA and NCL partners are familiar with. The “dummy” data and “dummy” interfaces will be vital in bringing the various strands of the project together into a coherent product. We will provide early and regular opportunities for the UKCIP User Panel to test the system by building to the interfaces defined earlier.  Because of the tight constraints on timing, we plan to develop an alpha prototype early, and then provide release version in time for the early 2008 deadlines required by UKCP. However, we do not believe that in the timescales available that our first version will be suitable for the entire target audience that Defra anticipate, so we plan a period of review and modification after the first set of user workshops  (MS-11) which will be used to inform a final deployment (MS-15).  Hence feedback will be welcomed and incorporated into the work plan as appropriate. However, given the resources we plan on deploying  we will also adhere to clear deadlines (MS-4) after which further requirements and modifications will not be included. During the evolution and testing we will be gradually replacing mock-up services with real ones. 


Once running operationally the DDP will generate feedback from users and those involved with it. We anticipate that after the launch will require both regular maintenance and modification. We will run a parallel test service to minimise any downtime to the system. System upgrades (security, OS and software components) will all need to be undertaken to keep the DDP fit for purpose, and may lead to modifications after the final website is delivered.


6. The Climate Impact Links Programme


Deploy the LINK website. The LINK-specific customisations to the web interface will include (a) a wide range of plotting and animation services that will exploit software developed in the NERC DataGrid project and other NERC funded projects. Users will be able to (b) download data subsets (ranging from location specific time-series to entire four-dimensional grids) in a wide variety of formats (including where appropriate, GIS formats, spreadsheet formats, and native data formats). 


CRU and the BADC have managed the Climate Impacts LINK Project for the last three years. During that time various lessons have been learned regarding the extraction and delivery of Met Office Hadley Centre datasets. LINK currently has a range of model data  in a terabyte scale archive including data from: HadCM2/RM2/CM3/RM3/AM3 . Usage has been dominated by UK users (~60%), both academic (~60%) and government (~25%) projects, with research interests spanning the fields of climate impacts, detection and attribution, variability, impacts modelling (such as hydrology and biology), validation, extremes and comparison with observations. 


A key benefit of adopting our proposal will be the continuity of service that users will receive by not requiring migration to another host organisation. This will also save significant resource that would be expended in the migration of data, information and the development and testing of a comparable software infrastructure capable of dealing with terabyte-scale four-dimensional datasets.


Under previous LINK contract the BADC has been able to expand its functionality for allowing users to do on-the-fly data subset selection (spatial and temporal), output format selection and visualisation via graphs, maps and animations. However despite the existing data usage, we believe it is fraction of what would occur with (i) better documentation of the distinction between the various climate archives, (ii) even better tools for visualisation, and (iii) even better support for a variety of download formats including GIS options. Issue (i) is covered by activities 4B and 4C; we will deal with issues (ii) and (iii) within this activity.


Requiring data extractions at the MOHC to be handled by external staff has hindered previous LINK projects, limiting what could be done with the staff resources available. This has been rectified in this proposal by explicit funding for the job to be done by MOHC staff together with formatting and metadata generation activities (as detailed in section 4). We will minimise disruption by providing a continuation of services at the BADC whilst harnessing improvements at the data extraction end by the MOHC.


There will be four distinct components to this activity:


6A.  Enhanced plotting services (BADC) 


6B.  Improved Download Services (BADC)


6C.  Extensions to output formats supported (BADC)


6D.  Deployment of the LINK site (BADC)


6A: We will extend the visualisation interface (using the BADC GeoSPlAT
) to: overlay one variable over another; select animations across any dimension of the data; and select colour scales for output plots.


This work will be complete by MS-16, but functionality will be added to the site as it becomes available.


6B:We will extend the download functionality (using the BADC  Data Extractor) to include: Extraction of larger (>10GB) datasets via a single request; selection of multiple variables for output; control of numerical operations on multiple variables; extraction of virtual variables from datasets (i.e. variables that are not held in the archive but can be derived from the existing variables via a defined algorithm); extraction of data via a programmatic client that can be embedded in user applications. This work will be complete by MS-16, but again, functionality will be added to the site as it becomes available. Where necessary the download functionality will conform to the licensing restrictions associated with the data by limiting access to the underlying data to registered users, while permitting public access to graphical products.


6C: We will add functionality to support the following output formats: the ESRI Shape format, XML files conforming to a GML application schema (the Climate Sciences Markup Language), excel spreadsheet format (for small datasets). This work will be complete by MS-16.


6D: Deployment of the LINK site will continue as this project starts. The information and documentation component of the existing LINK website is currently hosted at CRU whilst the data archives and services are located at the BADC. We will immediately copy the CRU functionality to the BADC and host it, and then begin a full review of the site and import the appropriate information to the BADC web infrastructure, while maintaining a LINK branded portal. Where useful we will further integrate into the LINK other core BADC services such as access to collaborative online workspaces, mailing lists and wiki pages (exploiting economies of scale and the existing NERC funded management structures for these services). This migration and initial enhancement will be completed by MS-7.


As the functionality and content associated with other activities within the project becomes available it will be deployed within the LINK website. Other updates and maintenance will be carried out regularly, as the LINK website will be the first point of contact for many new users over the coming years, so it is vital that it is both up-to-date and highly accessible in terms of content. 


At any given time, some LINK datasets will be complete in the archive, some will be present but incomplete, and some will be pending.  We will also publish a list of pending datasets due to be extracted along with a wish list of those requested by users


7. The IPCC Data Distribution Centre


Take responsibility for the DDC. This will involve (a) surveying the requirements of both users and the IPCC task group on data and scenario support for impact and climate analysis (TGICA), (b) consequential migration and redevelopment of the existing website to include, amongst other developments, better links to the LINK and DDP sites, (c) attendance of a senior scientist with both climate and data expertise at TGCIA meetings, (d) rapid response to TGICA requirements on site content.


In order to ensure that we deliver an appropriate IPCC-DDC facility we will spend significant resource in forming close links with the TGICA and user community. We will translate the requirements into a coherent work plan with ongoing liaison with the TGICA. At all times we will adhere to the approved TGICA Governance Process for the DDC.


The main components of this activity are:


7A.  Requirements Capture (BADC)


7B.  Migration of Existing website (BADC)


7C.  Development of New website (BADC)


7D.  Representation on the TGICA (BADC)


7E.  Deployment (BADC)


7A: We will begin this work package by obtaining a list of current (and potential) DDC users and sending them a questionnaire by e-mail. Responses will be analysed and drawn up into a report that is then fed to the TGICA for discussion. The outcomes of this process will lead to development of a DDC work plan that provides scope for an expanding and changing user base (such as increased usage by adaptation planning and environmental assessment professionals). This process will initiate an ongoing engagement with the user community, via user queries and TGICA interactions, throughout the project.


7B:  We will immediately migrate the existing website to the BADC.


7C: Using our experience of web management we will modernise the DDC website according to input from users and the TGICA. Better integration with the existing BADC infrastructure will be managed so that we retain the DDC identity whilst leveraging off our user database, access control, logging and content management mechanisms. We will provide user-interfaces to DDC datasets as a by-product of the work on the LINK and DDP activities. An official re-launch of the website will take place to help inform current and new users of the changes that are being implemented.


7D: We will fully engage with the TGICA in the following ways: we have already obtained an invitation to the October TGICA meeting so as to be in a good position to understand the issues. We would expect then to communicate on a regular basis with the Co-Chairs of the TGICA. We will aim to attend all TGICA meetings throughout the project, with representation by senior scientists from the BADC (normally Dr Bryan Lawrence, the head of the BADC).


7E: The new website will be in place and deployed for MS-7. The work to deliver 6A, B and C will be carried out be existing BADC staff who are climate model experts.


8. Overarching Milestones


Provide the following levels of service: All three websites will be deployed so as to be capable of responding to thousands of simultaneous requests for static documents within seconds or twelve simultaneous requests requiring server-side computation with little or no degradation of service
. The systems will be designed for uptime exceeding 98%, but fault fixing will only be carried out within normal working hours. User registration will be required to carry out tasks requiring significant server-side computation, although some commonly required time-series datasets will be cached to improve performance and made available to the public without registration.


All three delivery components (5,6,7) have requirements phases, and these will be completed by MS-2 at the end of the first quarter.


Deploying websites that can respond quickly to thousands of simultaneous requests for static documents is easy and cheap. The difficulty with the DDP and LINK websites in particular is that that computation time or data volume or both can heavily constrain response times. In some cases the users may only want a small amount of data, but subsetting the data may require reading vast volumes of data (e.g. extracting a point time-series from data stored as a series of fields
, or the data volume may be minimal but computations may be large).


Clearly a defined Quality of Service is important to the stakeholder community (in particular for the DDP). In recognition of this we will develop a service agreement (MS-6) that clearly outlines the responsibilities of the services within the project. This will include response to web downtime, appropriate handling of CPU-intensive tasks to avoid unnecessary delays and turnaround time for user requests. Access control policies (allowing different classes of user different access rights if required) and usage logging will also be agreed. All web-based services will have the capability to log user interactions. In some cases we will ask users to register (by providing minimal details) for publicly accessible services in order to capture information about their intended use of datasets. A summary of user interactions with these services will be made available to the relevant parties at regular intervals.


We will deploy a server system which has multiple processors to support multiple parallel requests requiring computation, and we will extend existing collaborations to ensure that our search and discovery systems identify to users where other archives might provide better quality of service for some specific types of queries.


Year end reports will be used to report progress on project components that are active and incomplete.


Risks


This section outlines what we believe are the major risks to the successful of this project. The risks are detailed with a short description, probability of the risk being realised, the probable impact and our mitigation strategy.


		Risk No.

		Description of risk

		Probability of risk 

		Impact on project

		Mitigation strategy



		1

		RCM runs are stalled and delivery of Hadley Centre data is delayed

		20%

		Could potentially delay data extraction and generation of PDFs (risk 2)

		Early engagement with MOHC and Defra on likelihood of delays to agree a solution.



		2

		Generation of PDFs is delayed at the Hadley Centre.

		25%

		Could delay launch of DDP.

		Early engagement with MOHC and Defra on likelihood of delays to agree a solution.



		3

		Data manipulation and visualisation software not produced in time for incorporation into web-interface.

		20%

		Could delay integration with WG and launch of DDP.

		We will clearly define the interfaces in the “dummy” data work to ensure that components are built to interfaces thereby avoiding single threads delaying development elsewhere.



		4

		Misuse of probabilistic data and products provided via the DDP. For example, a user discounts uncertainty data and just takes one result instead of ensemble result. 




		60%

		Could undermine the entire project by losing scientific credibility and focus of whole project.

		We will ensure that the MOHC scientists, UKCIP, Steering Group etc define a clear set of selection pathways are all meaningful and accompanied by appropriate metadata/documentation regarding how to use and understand the outputs. We will consider whether users must obtain ensemble outputs when using RCM or WG products.



		5

		Steering Group requirements change near project deadlines.

		25%

		Could cause disruption to work plan and delay software development and delivery of DDP.

		The early stage of the project will define very close communications with the relevant parties (including the Steering Group). There will be clearly defined requirement capture phases during which discussion and consultation will be paramount. Upon agreement of requirements there will be designated “build” periods where requirements are no longer incorporated into the design.



		6

		Weather Generator project interfaces are unclear.

		40%

		Could prevent effective integration of the DDP components.

		We have engaged with one potential bidder for the WG contract. We aim to create a work plan that explicitly combines some work components. We have WG expertise and interface experience funded within our proposal.



		7

		Data extraction at MOHC is beyond resource allocation

		20%

		Could frustrate users that we cannot provide all that is required.

		We will optimise the allocated resource to ensure that priority datasets are shared with the user communities. Additional requirements from users will be raised with Defra if beyond our capacity.



		8

		Technical and Scientific support requirements are beyond allocated resource limits.

		40%

		Users could be frustrated by slow or limited responses from support staff.

		We will communicate clearly with users when there is not enough resource to respond quickly to their queries. If this issue persists we will raise it with Defra and UKCIP and seek an appropriate solution.



		9

		Insufficient resources provided to project

		30%

		Could prevent delivery of DDP, ineffective re-launch of DDC and lack of resources to deliver LINK effectively.

		Our plan lays out a comprehensive set of significant work components that are related to real costs. Reduced funding would impact important areas in the bid. 



		10

		Minor data loss after migration to BADC

		100%

		Could make user experience difficult if data is missing or corrupt.

		Key datasets (the PDFs, monthly means, and others to be decided) will be duplicated and stored in the Atlas Tape Store (on site at CCLRC) as well as nearline. Other data will be stored on RAID systems, Minor amounts of corrupt and/or missing data will be replaced within four working hours during normal working time. 



		11 

		Catastrophic Data Loss in BADC archive (simultaneous failure of multiple disks in RAID sets)

		5%

		Websites would be dysfunctional while data is not available.

		Data will be re-extracted from MOHC with concomitant scaling back of data delivery via websites. (Note that this should not affect datasets which are duplicated as described in risk 10).



		12

		Network Problems preclude access to websites.

		1%

		Websites not available.

		Impossible to mitigate without unjustified expense on duplicate network access, but existing network downtime has never exceeded half a day.





Costing Basis


This project has been costed on the basis that the hardware deployment at both the MOHC and BADC is into existing systems, and will be exploiting existing system management structures in both cases (including backups of system software etc). Accordingly it is expected that the Met Office and CCLRC will own the hardware deployed in this project.


It has also been assumed that any software products developed independently of the systems in which they are embedded will be open-sourced in accordance with government policy for exploitation of software research products. The BADC or MOHC will retain all rights to system specific codes to connect data management systems to interfaces (with the intention of restricting access to avoid an inability to warrant them as to fitness of purpose for use by third parties).


It is also assumed that data moved to the BADC under the auspices of this project will remain available (with a suitable Met Office license) after the termination of the project for posterity under the terms of the BADC policy for simulation data (which can be briefly summarised as: if the data is still of scientific use and/or is of social or historical value, it will be retained, otherwise it will be discarded). If Defra wishes to award subsequent contracts to other institutions to do more with the data consistent with Met Office IPR licensing, they will be free to download it via BADC interfaces or pay one or both of the MOHC or BADC for bespoke data delivery. Note that the Met Office will retain IPR of the actual datasets following existing agreements.


Outline Project Timeline


Year One


· The existing data components of the LINK website will continue at the BADC (MS-1), and the existing rate of data migration (from the MOHC) will be maintained. Work will begin on requirements capture for upgrading the site to meet new expectations and to better support Regional Climate Modelling data.


· We will immediately start work on requirements capture for the DDP.


· The requirements and project initiation phase will terminate at MS-2.(end of first quarter).


· We will migrate the existing DDC to the BADC, and start simultaneous work on both requirements capture  (MS-2) and direct improvements (a BADC staff member with expertise in climate model research will be initially dedicated full time to this activity). Representation on the TGICA will be continued (BADC has already been asked to attend). A new DDC website will go live (MS-7).


· We will deploy a new helpdesk by the end of the second quarter (MS-3).


· New hardware will be deployed at the MOHC to improve extraction rates from the tapestore to the speed needed to support LINK and DDP (MS-5). 


· Agreement between the stakeholders (UKCIP, MOHC, Defra and the BADC) will be achieved as to the data holdings within scope (MS-8).  Agreements on expected quality of service will have been finalised between Defra and BADC along with procedures for escalation if demand is greater than expected (MS-6).


· The new DDC site will have been launched along with the upgraded LINK site (MS-7).


· A final report on progress against all milestones and within all active components will be produced (MS-9). Key components underway will include work on developing procedures and interfaces for handling probabilistic data (5C and 5D), and the main body of the work on common infrastructure will have been concluded. The metadata structures needed for LINK (4B) will have been finalised. DDC activities will also be reported in the year one final report.


Year Two


· The data management system for LINK, DDC and DDP will continue, as will work on data extractions for the regional and global climate models. The somewhat simpler task of moving the probability distribution function data will also continue.


· Common infrastructure modifications will continue as more climate data arrives and as the DDP alpha system becomes the first release version (MS-10).  Shortly after the release version we will conduct the first workshops (MS-11). Lessons we learn from real user involvement with the DDP will drive the final agreement on internal interface scopes (MS-13) and the external functionality of the DDP (MS-4).  


· The regional climate model data agreed in MS-8 will be in the archive (MS-12), although we expect ongoing data extractions of RCM data up to the project limit (for all datasets of 50 TB), but these will be lower priority than the agreed activities.


· Work will continue on population of the metadata structures to describe the model versions and scenarios (4C), and this will be reported in the year two final report (MS-14), as will progress on the DDP final version. The year end should also mark the final global model data availability in the BADC archive (although again, data extractions are expected to continue to the end of the project). The main body of the work on extending the functionality of the LINK website (6B-6D) will also be carried out in the second year and reported at the year-end.


Year Three


· The second major release
 of the DDP website will occur (MS-15), and be followed rapidly by further user workshops (MS-17).


· The work on enhancing the LINK website to support more output formats, more plotting alternatives etc, will culminate in a new version of the LINK website (MS-16).


· The remaining major activity in year three will be user support for all three websites, although data extractions will continue. All will be reported on in the  final report (MS-18).


Note that in the following Gantt chart, many tasks have been rolled up into parent tasks (including, in particular, the requirements phases 5A, 6A and all the detail of 7 - the DDC). Rolling up of tasks also means that not all dependencies are shown (in particular, the ones which result in the reporting milestones describing earlier activities). All the abbreviated and hidden information is of course in the full project plan.
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�	 Reliable storage is a major concern given the potential expense if hardware failures – which are inevitable given the volumes of data involved – were to result in a need to re-extract significant amounts of data from the Hadley Centre tape store.  Thus we will ensure that the system is reliable by deploying both RAID systems and where appropriate, duplicate copies of data.



�	 � HYPERLINK "http://www.ariadne.ac.uk/issue46/warwick-2005-rpt/"��http://www.ariadne.ac.uk/issue46/warwick-2005-rpt/�







�	 It is intended that Dr Bryan Lawrence, the Head of both the British Atmospheric Data Centre and the NERC Earth Observation Data Centre and himself an active climate scientist, would be the committee attendee.



�	 Global Organisation for Earth System Science Portals: GO-ESSP, � HYPERLINK "http://go-essp.gfdl.noaa.gov/"��http://go-essp.gfdl.noaa.gov/� 



�	 The NERC DataGrid, NDG: � HYPERLINK "http://ndg.nerc.ac.uk/"��http://ndg.nerc.ac.uk� and � HYPERLINK "http://ndg.nerc.ac.uk/discovery"��http://ndg.nerc.ac.uk/discovery�. 



�	 See for example: the CF white paper by Lawrence et.al. at � HYPERLINK "http://www.cgd.ucar.edu/cms/eaton/cf-metadata/CF2_Whitepaper_PublicDraft01.pdf"��http://www.cgd.ucar.edu/cms/eaton/cf-metadata/CF2_Whitepaper_PublicDraft01.pdf�. 



�	 Experience with the previous LINK contract, scaled up for the proposed work, demonstrates that one person will be needed more or less full time supervising data extractions at the MOHC. This is an unavoidable consequence of the volumes of data involved.



� For an example of these tools being deployed, see � HYPERLINK "http://proj.badc.rl.ac.uk/ndg"��http://proj.badc.rl.ac.uk/ndg�. 



� Here we are using “Network Attached Storage” in the loosest sense, protocols include ISCSI as well as NFS and others.



�	 Numerical Simulation Metadata: see � HYPERLINK "http://proj.badc.rl.ac.uk/ndg/wiki/NumSim"��http://proj.badc.rl.ac.uk/ndg/wiki/NumSim� 



�	 Numerical Model Metadata: see � HYPERLINK "http://www.cgam.nerc.ac.uk/pmwiki/NMM"��http://www.cgam.nerc.ac.uk/pmwiki/NMM� 



�	 MOLES: Metadata Objects for Linking Environmental Sciences, part of the NERC DataGrid project: � HYPERLINK "http://ndg.nerc.ac.uk/"��http://ndg.nerc.ac.uk� 



�	 Gridspec: a scheme for describing the grids used in simulation codes. See � HYPERLINK "http://data1.gfdl.noaa.gov/~ck/go-essp/presentations/06_06_05/Balaji/balaji-gridmeta2005.pdf" \l "search="��http://data1.gfdl.noaa.gov/~ck/go-essp/presentations/06_06_05/Balaji/balaji-gridmeta2005.pdf#search=%22gridspec%20balaji%22� 



�	 http://www.cgd.ucar.edu/cms/eaton/cf-metadata/ 



�	 The 5th Assessment Report for the IPCC is most likely to involve a distributed model archive (Karl Taylor, pers.com.), and so it will be important for the DDP, LINK and DDC activities to be positioned to work efficiently with them.



�	 Geospatial  Plotting and Animation Tool.



�	 Degradation of service will occur if simultaneous requests require server-side computation on the same input data, as the input/output to the storage will constrain access speeds. Little or no degradation of service will be expected where the number of parallel tasks is less than the number of processors available and access is not required to the same storage elements.



�	 This could be avoided by storing the data as a sequence of time-series, but then user queries requesting fields become very expensive.



�	 See the fuller discussion of the DDP for the reasons why we believe it will be inevitable that we have to have a major release of the DDP as late as the beginning of the third year.







�Need to make sure the gant spreadsheet is updated for thi







SID 3 (7(b)/(c)) (2/05)
Page 17 of 17



_-1649556220.doc

[image: image1.png]Project Gantt Chart

Drveppront A58 X1

- wemtza o

= o ety e
55 rotmbity O ending [ 1
T e
50 peoymen:

o oepomert [ 1

P
Vs Qi of S e
V-5 Ao v pos i o

VTS i Ao e e

o

] oWk lond
e Complcea Tk ] Lo
o et T[] Toskork 99












16.
(c)
Curriculum Vitae. To be completed in ALL cases.



Curriculum Vitae of staff to be engaged on the project should be detailed below. 
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16.
(c)
Curriculum Vitae. To be completed in ALL cases.



Curriculum Vitae of staff to be engaged on the project should be detailed below. 


Bryan N. Lawrence





		British Atmospheric Data Centre,


Rutherford Appleton Laboratory,


Chilton, Didcot,


Oxon. OX11 0QX




		T: 01235 445012


F: 01235 445848


E: b.n.lawrence@rl.ac.uk





Current Position:


Director of Environmental Data Curation and Associated Research, and


Head of the National Centre for Atmospheric Science’s British Atmospheric Data Centre

Educational Qualifications:


1990 : Ph.D. – “The Southern Hemisphere Middle Atmosphere: Climatology and Waves”


Physics, University of Canterbury, Christchurch, New Zealand


1985 BSc. (Hons, 1st Class) 

Physics, University of Canterbury, Christchurch, N.Z.

Experience:


Feb 2005 – present: Director of Environmental Data Curation and Associated Research and Head of the British Atmospheric Data Centre


(Including responsibility for NERC Earth Observation Data Centre)


Space Science and Technology Dept., Rutherford Appleton Laboratory, U.K.


Member of:


· NERC Information Strategy Group (2006+)


· NERC Peer Review College (2005+)


· NERC Data Management Advisory Group (2000-2006)


· NCAS Management Board (2001-current)


· NERC steering committees for:


1. Clouds Water Vapour and Climate Thematic Programme (2001-2005)


2. Data Assimilation Thematic Programme (2001-2004)


· CCLRC e-science committee (2000-2001, 2004-2005)


· NERC ad-hoc committee on E-science (2001)


· U.K. Joint Infrastructure Systems sub-committee in support of Research (JCSR, 2003-current)


· JISC/JCSR champion with special responsibility for data issues, (2004-current)


· International Commission for the Middle Atmosphere (2000-current)


· Research Committee for National Digital Curation Centre


April-2000 – February 2005:
Head of the NCAS/British Atmospheric Data Centre


Space Science and Technology Dept., Rutherford Appleton Laboratory, U.K.


January 1998 – April 2000: Senior Lecturer


Department of Physics and Astronomy, University of Canterbury, New Zealand


August 1996 – January 1998: Lecturer


Department of Physics and Astronomy, University of Canterbury, New Zealand


April 1994 – July 1996: Atlas Research Fellow


Space Science Division, Rutherford Appleton Laboratory and 


Department of Physics, University of Oxford, U.K. (with Lady Margaret Hall)


October 1990 – April 1994: Post Doctoral Research Assistant


Department of Physics, University of Oxford, U.K.


· Member of UK/US Internet “Fat pipe” Committee (1990-1991)


May 1988 – August 1990: Network and Graphics Consultant


Computer Services Centre, University of Canterbury, New Zealand


Recent Publications


1. Juckes, M.N. and B.N. Lawrence, 2006: Data Assimilation for Reanalyses: potential gains from full use of post-analysis-time observations. Tellus A 58 (2), 171-178. doi:10.1111/j.1600-0870.2006.00167.x


2. G.J. Fraser, S.H. Marsh, W.J. Baggaley, R.G.T. Bennett, B.N. Lawrence, A.J. McDonald and G.E. Plank, 2006: Small-scale structures in common-volume meteor wind measurements. Journal of Atmospheric and Solar-Terrestrial Physics, 68, 317-322  doi:10.1016/j.jastp.2005.03.016


3. A. Woolf, B. Lawrence, R. Lowry, K. Kleese van Dam, R. Cramer, M. Gutierrez, S. Kondapalli, S. Latham, D. Lowe, K. O’Neill, and A. Stephens, 2006: Data integration with the Climate Science Modelling Language, Advances in Geoscience, 8, 83-90. Sref ID: 1680-7359/adgeo/2006-8-83. 


4. Bryan Lawrence, Neil Bennett, Michael Burek, Ray Cramer, Marta Gutierrez, Siva Kondapalli, Kerstin Kleese van Dam, Sue Latham, Roy Lowry, Don Middleton, Kevin O'Neill, Ag Stephens, Dean Williams, Andrew Woolf. 2005: The NERC Datagrid: Enabling Interoperable Climate Data Resources, in 2005 IEEE International Symposium on Mass Storage Systems and Technology: Local to Global Data Interoperability – Challenges and Technologies, pp 189-193, IEEE Standards Department, ISBN 0-7803-9228-0. 


5. Jones, Catherine and Bryan Lawrence: CLADDIER: Citation, Location And Deposition in Discipline and Institutional Repositories (2006): D-Lib, 12, doi:10.1045/february2006-inbrief


6. OGC Web Services and GML Modelling for Operational Meteorology, Met Office, 2006


7. Woolf, A., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence, R. Lowry, and K. O’Neill, 2005, Semantic Integration of File-based Data for Grid Services, Workshop on "Semantic Infrastructure for Grid Computing Applications", CCGrid 2005, Cardiff, Wales.


8. Woolf, A., B.N. Lawrence, R. Lowry, K. Kleese van Dam, R. Cramer, M. Gutierrez, S. Kondapalli, S. Latham, and K. O’Neill, 2005, Standards-based data interoperability for the climate sciences, Met. Apps. (in press, doi:10.1017/S1350482705001556)


9. Lawrence, B.N., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, R. Lowry, K. O’Neill, and A. Woolf. 2004: THE NERC DATAGRID: “GOOGLING” SECURE DATA. Proceedings of the U.K. e-science All Hands Meeting, 2004 , S.J. Cox (Ed) ISBN 1-904425-21-6 


10. S. M. Dean, B. N. Lawrence, R. G. Grainger, D. N. Heuff, Orographic cloud in a GCM: the missing cirrus, Climate Dynamics, Volume 24, Issue 7 - 8, Jun 2005, Pages 771 - 780


11. Woolf, A., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence, R. Lowry and K. O’Neill. 2004: Enterprise Specification of the NERC DataGrid. Proceedings of the U.K. e-science All Hands Meeting, 2004, S.J. Cox (Ed) ISBN 1-904425-21-6


12. O’Neill, K., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence R. Lowry, and A. Woolf. 2004: A specialised metadata approach to discovery and use of data in the NERC DataGrid. Proceedings of the U.K. e-science All Hands Meeting, 2004, S.J. Cox (Ed) ISBN 1-904425-21-6 [OPM04]


13. Grant, J. R.G. Grainger, B.N. Lawrence, G.J. Fraser and H.A. von Biel. Retrieval of Mesospheric Electron Densities Using an Optimal Inverse Method. J. Atmos. Sol. Terr. Phys., 66, 381-392, (2004).


14. Ajtic, J., B.J. Connor, C.E. Randall, B.N. Lawrence and G.E. Bodeker. Antarctic Air over New Zealand Following Vortex Breakdown in 1998. Ann. Geophys.,21, 2175-2183 (2003).


15. Plagmann, M., B.N. Lawrence, and G.J. Fraser. Gravity Waves in Fabry Perot measurements made at Mt John (44S, 170E), New Zealand, J. Atmos. Sol. Terr. Phys., 64, 367-376 (2002)




Ag Stephens





		British Atmospheric Data Centre,


Rutherford Appleton Laboratory,


Chilton, Didcot,


Oxon. OX11 0QX

		T:  +44 (0)1392 884263


F:  +44 (0)1392 885681


E: a.stephens@rl.ac.uk





Current Position:


BADC – UK Met Office Coordinator: 


My current post combines three main areas: (i) data-related Software Development, (ii) liaison with the Met Office and (iii) User Support.


(i) As a software developer I provide solutions to meet a range of data extraction and archival management, delivery, analysis and visualisation requirements. These are regularly used for coping with European Centre for Medium-Range Weather Forecasts (ECMWF) and the Met Office datasets, as well as managing some BADC archives. As well as this operational work I have developed the NERC DataGrid (NDG) Data Extractor and GeoSPlAT (GeoSpatial Plotting and Animation Tool) products that run as Web Services capable of presenting Terabyte archives to users via a simple web-interface.


(ii) I act as the main communication point between the BADC and the Met Office, as well as representing the National Centre for Atmospheric Science (NCAS) where appropriate. These interactions include discussions at all levels, including meeting with members of the Executive, engaging with data providers and seeking new solutions to our technical interactions. I also pursue new areas of collaboration between our two organisations including proposals to the EU and NERC. At a strategic level I interact with the IT Architecture team in regard to both NDG and BADC issues and I have been invited to advise in Met Office development projects such as MASS-Replacement and the adoption of the NetCDF format. 


(iii) I provide operational support and management of some of the BADC archives (ECMWF and Met Office). This includes servicing user requests and providing guidance on how to use our data.


Educational Qualifications:


2000    MSc (Hons). Atmospheric Science (with Distinction).


            University of East Anglia, Norwich, Norfolk, UK.


1999
BSc (Hons). Environmental Science.(First Class).


University of Plymouth, Plymouth, Devon, UK.


Work Experience:


April 2004 – present: BADC – UK Met Office Coordinator, CCLRC, Chilton, Oxon, UK.


Please see above.


March 2001- March 2004: BADC Data Scientist, CCLRC, Chilton, Oxon, UK.


Extraction and management of ECMWF datasets in the BADC archive. Support and management of data-related issues for many instrumental datasets in the UK atmospheric science community including UFAM, Chilbolton and MST instruments. Development of software tools for data extraction, formatting, manipulation, aggregation and visualisation. Liaison with academic and commercial organisations regarding scientific and technical issues.


1997-1999: Clerical Assistant, University of Plymouth, Plymouth, UK.


Vacation work involving data inputting, dealing with student enquiries in person and via telephone and e-mail. Organising information to be distributed to students. Other general clerical duties such as filing, drafting correspondence and sorting post.


Skills:


Operating Systems: UNIX/LINUX, GNU tools, Windows, DOS, 


Programming: I have experience of code development from small scripts (Perl, Python, Tcl, Javascript, C, SQL, Shell scripting, HTML and CSS) and programmes (Fortran) to more complex packages. 


Data manipulation Packages: CDAT, GRADS, LAS, XCONV, Ferret, R.


Data formats: I am familiar with NetCDF, GRIB, Met Office PP-format, NASA Ames and BUFR.


Other: Apache, CVS, Trac, Subversion, Unified Modelling Language, 


Publications


Hanna, E., McConnell, J., Das, S., Cappelen, J. & Stephens, A. (2006). Observed and Modeled Greenland Ice Sheet Snow Accumulation, 1958–2003, and Links with Regional Climate Forcing.  Journal of Climate, Volume 19,  p344-358.


Eckermann, S.D., Wu, D. L., Doyle, J. D., Burris, J. F., McGee, T. J., Hostetler, C. A., Coy, L., Lawrence,  B. N., Stephens,  A., McCormack, J. P. & Hogan, T. F. (2006). Imaging gravity waves in lower stratospheric AMSU-A radiances, Part 2: Validation case study. Issue 11 Atmos. Chem. Phys., 6, p3343-3362.


Woolf, A., Lawrence, B., Lowry, R., Kleese van Dam, K., Cramer, R., Gutierrez, M., Kondapalli, S., Latham, S., Lowe, D., O'Neill, K. & Stephens, A. (2006). Data integration with the Climate Science Modelling Language. Advances in Geosciences 8: p83 – 90.


Orr, A., Hanna, E., Hunt, J.C.R., Cappelen, J., Steffen, K. and Stephens, A. (2005). Characteristics of Stable Flows over Southern Greenland. PAGEOPH. Part I in vol.162, N.8/9, 2005, and Part II  in vol. 162, N.10.


Stephens, A. & Peters, J. (2001). New Directions: Fugitive emissions identified by chemical fingerprinting. Atmospheric Environment, Volume 35, Issue 7, p1347-1348. 






Anthony Kevin Peter Marsh





		British Atmospheric Data Centre,


Rutherford Appleton Laboratory,


Chilton, Didcot,


Oxon. OX11 0QX




		T: 01235 446521


F: 01235 445848


E: k.marsh@rl.ac.uk





Current Position:


CEDAR (BADC/NEODC) Data Scientist. I am responsible for a number of large numerical model datasets and the interfaces to these data. Over the past 3 years I have also managed BADC support for the Climate Impacts LINK project at the BADC.


Educational Qualifications:


1990: PhD. “Rayleigh Lidar Studies of Gravity Waves in the Middle Atmosphere.”, University College of Wales, Aberystwyth.


1987: MSc (Atmospheric Physics), University College of Wales, Aberystwyth.


1983: BSc(Hons) Physics with Planetary and Space Physics, University College of Wales, Aberystwyth


Professional Qualifications:


Cphys (IOP)


Work Experience:


2001 – present: Data Scientist, CCLRC (UK)


Employed as a Senior Scientific Officer at the Rutherford Appleton Laboratory in the British Atmospheric Data Centre., large model datasets, developed software and managed hardware.


1997-2001: Higher Scientific Officer, CCLRC  (UK)


Employed as a Higher Scientific Officer at the Rutherford Appleton Laboratory in the Radio Communications Research Unit. Work included studies of the effect of climate on radiowave propagation.


1993 – 1996: Research Assistant


Employed as a Research Assistant working on the EEC TOASTE-B ozone project at University College of Wales, Aberystwyth


1990-1993: Research Assistant


Employed as a Research Assistant working on the SERC MST radar project at University College of Wales, Aberystwyth.


Skills:


Operating Systems: UNIX/LINUX, MacOSX, Windows, DOS,VMS,HP


Systems development/Programming skills: Python, C, Fortran, perl, CGI, IDL, JavaScript, UML.


Data Bases: MySql


Markup technologies: XML, HTML, CSS, Adobe tools.


Other: Apache Httpd, Apache Tomcat, MS Project, Subversion, 


Publications


"Determination of radio refractivity at altitudes up to 2 km using UV lidar", J.L. Agnew, A.K.P Marsh and A.J Gibson, Proceeding AP2000 Millennium Conference on Antennas and Propagation, April 2000, ESA Conference Proceedings SP-444.


"Measurements for the CLARE '98 campaign using the Chilbolton UV lidar", J. L. Agnew, A. J. Gibson and A. K. P. Marsh, ESA International Workshop Proceedings WPP-170, Oct. 99 


“Lidar studies of stratospheric gravity waves: a comparison of analysis techniques”, Mitchell N.J., Thomas L. and Marsh A.K.P. (1990), Ann. Geophys., 8, 705.


“Lidar observations of long-period gravity waves in the stratosphere”, Mitchell N.J., Thomas L. and Marsh A.K.P. (1991), Ann. Geophys., 9, 588.


“Lidar studies of stratospheric gravity wave spectra”, Marsh A.K.P., Mitchell N.J. and Thomas L. (1991), Planet. Space Sci., 39, 1541.


“Lidar observations of ice crystals associated with noctilucent clouds at middle latitudes”, Thomas L., Marsh A.K.P., Wareing D.P. and Hassan M.A. (1994) G.R.L., 21, 385.


“VHF echoes from the mid-latitude mesosphere and the thermal structure observed by lidar”, Thomas L., Marsh A.K.P., Wareing D.P., Astin I. and Chandra H. (1995) J.G.R., 101, 
12,867.




Susan Elizabeth Latham





		British Atmospheric Data Centre,


Rutherford Appleton Laboratory,


Chilton, Didcot,


Oxon. OX11 0QX




		T: 01235 445406


F: 01235 445848


E: s.e.latham@rl.ac.uk





Current Position:


Project Manager for a number of projects at CEDAR (BADC/NEODC). I am responsible for leading the development and implementation of project management methods within CEDAR programmes. I am also active in the practical development of metadata technologies and assessment of related standards.


Educational Qualifications:


1986
BSc. (Hons). Combined Science.(IIi)


University of Staffordshire, UK


Professional Qualifications:


PRINCE II Foundation 
October 2001


Work Experience:


Dec 2005 – present: Project/Programme Manager, CCLRC (UK)


Project manager for CEDAR (BADC/NEODC) working on a variety of projects including NERC DataGrid2. 


June 2002 – Nov 2005: Computer/ Data Scientist, CCLRC  (UK)


Working for the BADC  (British Atmospheric Data Center) and on the NERC Data Grid project. 


1986 – June 2002


Previous to working with The British Atmospheric Data Centre I have 16 years experience working in IT Systems Development within the Finance, Retail and Government sectors in roles of Programmer, Systems & Business Analyst, Development Team Manager and IT Project Manager (3 years). This involved much systems integration, data management and data mining work. Latterly I worked on creating e-GIF (e-Goverment Interoperability Framework) applications and standards for exchange of Local Authority information.


Skills:


Operating Systems: UNIX/LINUX, GNU tools, Windows, DOS, ICL VME.


Systems development/Programming skills: Python, COBOL, JAVA, UML, Object Orientation, SOA.


Data Bases: xmldbs (Xindice, eXist), Relational (Ingres, MySql), Hierarchical/network (IDMS/X)


Markup technologies: XML, XSLT, XPATH, Xquery, RDF, OWL-Protege, HTML, CSS, Adobe tools.


Other: Apache Httpd, Apache Tomcat, MS Project, CVS, Subversion, System admin of various project management, software development and collaborative tools.


Publications


Bryan Lawrence, Ray Cramer, Marta Gutierrez, Kerstin Kleese van Dam, Siva Kondapalli, Susan Latham, Roy Lowry, Kevin O'Neill, Andrew Woolf. 
Proceedings of the U.K. e-science All Hands Meeting, 2004. S.J.Cox(Ed) ISBN 1-904425-21-6 
"Googling secure data" .



Kevin O'Neill, Ray Cramer, Marta Gutierrez, Kerstin Kleese van Dam, Siva Kondapalli, Susan Latham, Bryan Lawrence, Roy Lowry, Andrew Woolf. 
Proceedings of the U.K. e-science All Hands Meeting, 2004. S.J.Cox(Ed) ISBN 1-904425-21-6 
"A specialised metadata approach to discovery and use of data in the NERC DataGrid".



Woolf A., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence, R. Lowry and K. O'Neill. 
Proceedings of the U.K. e-science All Hands Meeting, 2004. S.J.Cox(Ed) ISBN 1-904425-21-6 
"Enterprise Specification of the NERC DataGrid.".


Woolf A., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence, R. Lowry and K. O'Neill. 
Geophysical Research Abstracts,6 2004 (EGU 1st General Assembly) (Subm). 
"Standards-based data interoperability in the climate sciences.".
 


Lawrence B.N., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, R. Lowry, K. O'Neill and A.Woolf. 
Proceedings of the U.K. e-science All Hands Meeting, 2003. S.J.Cox(Ed) ISBN 1-904425-11-9 
The NERC DataGrid Prototype.



O'Neill K., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence, R. Lowry and A.Woolf. 
Proceedings of the U.K. e-science All Hands Meeting, 2003. S.J.Cox(Ed) ISBN 1-904425-11-9 
The Metadata Model of the NERC DataGrid.



Woolf A., R. Cramer, M. Gutierrez, K. Kleese van Dam, S. Kondapalli, S. Latham, B.N. Lawrence, R. Lowry, and K. O'Neill. 
Proceedings of the U.K. e-science All Hands Meeting, 2003. S.J.Cox(Ed) ISBN 1-904425-11-9 
Data Virtualisation in the NERC DataGrid.




Jamie Kettleborough


(Indicative MOHC Technical Development Post)





Contact Details:


		Climate Research,


Met Office,


FitzRoy Road,


Exeter


EX1 3PB




		Tel: 01392 884986


Fax: 01392 885651


Email: jamie.kettleborough@metoffice.gov.uk





Current Position:


Climate Research Data Applications Manager


Qualifications:


1994
PhD. ‘Numerical Model studies of the northern hemisphere winter polar stratosphere’



University of Cambridge, UK


1989
BSc. (Hons). Chemical Physics 


University of Edinburgh, UK


Work Experience:


Aug 2005 – present: Climate Research Data Applications Manager, Met Office.


Management and practical involvement in the design, implementation and support of climate data analysis tools.  These tools support a range of activities including archive, cataloguing, scientific analysis, visualisation, and data sharing.


Jan 1999-July 2005: Research and Data Scientist, BADC


Meteorological and climate data management. Scientific research into stratospheric aerosols, stratospheric dynamics, and uncertainty estimates in climate change.


Jan 1997 – Dec 1998: post doctoral research associate University of Washington, USA


Scientific research into stratospheric tracer transport.


Oct 1994-Dec 1996: post doctoral research associate, University of Cambridge, UK


Scientific research into stratospheric tracer transport.


Skills:


Systems development/Programming skills: Python, Perl, Fortran, PV-Wave/IDL, C


Data Management: meteorological and climate data formats and meta data standards, relational databases


Scientific: stratospheric chemistry and dynamics, detection and attribution of climate change, estimates of uncertainty in climate change projections


Sample Publications


J.A. Kettleborough, B.B.B. Booth,  P.A. Stott, M.R. Allen. Estimates of uncertainty in predictions of global mean surface temperature,  accepted Jour Climate,


Stainforth, D. A. and Aina, T. and Christensen, C. and Collins, M. and Frame, D. J. and Kettleborough, J. A. and Knight, S. and Martin, A. and Murphy, J. and Piani, C. and Sexton, D. and Smith, L. A. and Spicer, R. A. and Thorpe, A. J. and Allen, M. R. Uncertainty in predictions of the climate response to rising levels of greenhouse gases Nature 2005 433 403-406


David Stainforth, Jamie Kettleborough, Myles Allen, Matthew Collins, & Andy Heaps, Climateprediction.com: Distributed Computing for Public Interest Modelling Research. Computing in Science and Engineering, vol 4, no. 3, 2002.


Stott, P. A. and Kettleborough, J. A. Origins and estimates of uncertainty in predictions of twenty first century temperature rise Nature 2002 416 723-726


The Detection of Large HNO3-Containing Particles in the Winter Arctic Stratosphere, D. W. Fahey, R. S. Gao, K. S. Carslaw, J. Kettleborough, P. J. Popp, M. J. Northway, J. C. Holecek, S. C. Ciciora, R. J. McLaughlin, T. L. Thompson, R. H. Winkler, D. G. Baumgardner, B. Gandrud, P. O. Wennberg, S. Dhaniyala, K. McKinney, Th. Peter, R. J. Salawitch, T. P. Bui, J. W. Elkins, C. R. Webster, E. L. Atlas, H. Jost, J. C. Wilson, R. L. Herman, A. Kleinbuhl, and M. von Konig, Science 9 February 2001 291: 1026-1031





Curriculum Vitae


(Indicative MOHC Science Support Post)

Name


David Michael Holderness Sexton


Date of Birth

6th July 1971

Education



1982-89
Hampton School, Hampton, Middlesex





A-Levels:
Mathematics 


(A)







Further Mathematics 

(A)







Physics



(A)







Chemistry


(A)







General Studies


(A)



1989-92
Trinity College, Cambridge University





B.A (hons) Mathematics 



II



1992-3 
Mathematics Part III




PASS





Courses studied: Geophysical FD,





Environmental FD, High Speed Flow,





Perturbation Methods,





High Reynold's number flow,





Non-Newtonian Dynamics,





Essay on Gravity Currents



1994

Meteorology for Graduates Course,


PASS





Met Office training college


1997-2001
PhD entitled ‘Estimation of anthropogenic signals in an atmospheric climate model, using the General Linear Model’, Reading University


2006

Became a Fellow of the Royal Meteorological Society


Employment Record


1993-2002-

Research Scientist in Climate Variability (JVB 3c), Met Office, Bracknell. 


I worked as part of the Climate of the Twentieth Century group at the Hadley Centre, on Climate Change Detection. My research involved running several long GCM integrations. I analyzed the data with various statistical methods, many of which I had to write the software. I also worked on novel methods for detecting climate change in various climate variables and developed an understanding for how model and observational data should be compared. I also had to process observational data for this comparison, notably reconstructing global patterns of upper air temperature changes from radiosonde data (see Parker et al 1997), and gridding indices of climate extremes derived from daily data. I also developed the algorithm for estimating trends in observed temperature changes since 1860 which was used in the IPCC TAR (2001).


2002-2006

Research Scientist in Climate Prediction (JL3), Met Office, Bracknell/Exeter


I worked on the Quantifying Uncertainty in Model Predictions (QUMP) in the Climate Prediction Group. The aim of QUMP is to deliver probabilistic climate predictions of any climate variables at any required frequency, taking into account the uncertainty inherent in model parameterisations. This is done using ensemble climate prediction where parameters in climate models are perturbed in each ensemble member. My main contributions were the method for generating the probability distribution in Murphy et al (2004), the design of subsequent ensembles which perturbed several parameters at once (see Collins et al 2006, Webb et al 2006). I also provided technical help to set up the first climateprediction.net experiment (Stainforth et al 2005). I also applied a statistical method for predictions based on ensemble, developing it to incorporate data from other international climate models in the probabilistic predictions (two papers in preparation) and this will form the basis of predictions for UKCIPnext.


May 2006 onwards
Project Manager of scenarios development for UKCIPnext, (JL2), Met Office, Exeter


For the UKCIPnext project, I manage the production and delivery of probabilistic predictions, estimated by the Quantifying Uncertainty in Model Predictions (QUMP) project. The probabilistic climate predictions take into account the uncertainty inherent in model parameterizations and further imperfections in the climate model. These predictions are of special importance to policy makers and impact scientists to assess the risks associated with climate change,
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· Collins, M., B. B. Booth, G. R. Harris, J. M. Murphy, D. M. H. Sexton, M. J. Webb (2006) Towards quantifying uncertainty in transient climate change. Climate Dynamics, 27(2/3), 127-147.


· Folland, C. K., D. M. H. Sexton, D. J. Karoly, C. E. Johnson, D. P. Rowell, and D. E. Parker (1998) Influences of anthropogenic and oceanic forcing on recent climate change, Geophys. Res. Lett, 25(3), 353-356.


· Harris, G. R., Sexton, D. M. H., Booth, B. B. B., Collins, M., Murphy, J. M., and Webb, M. J (2006) Frequency distributions of transient regional climate change from perturbed physics ensembles of general circulation model simulations., Climate Dynamics, 27(4), 357-375.


· Murphy, J. M., D. M. H. Sexton, D. N. Barnett, G. S. Jones, M. J. Webb,  M. Collins, and D. J. Stainforth (2004) Quantification of modelling uncertainties in a large ensemble of climate change simulations. Nature, 430, 768 – 772.
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· Webb, M. J., C. A. Senior, D. M. H. Sexton and others (2006) On the contribution of local feedback mechanisms to the range of climate sensitivity in two GCM ensembles. Climate Dynamics, 27(1), 17-38.


*Corresponding author


As well as 10 other papers where I am a co-author and numerous reports for DEFRA.


Skills


· I have knowledge and experience of programming in FORTRAN, UNIX, PV Wave, C, and the statistical packages R and S.


· I use Microsoft Word, Excel, and Powerpoint regularly in my work and write some reports in LaTeX.


· I have experience in presenting results from my research to a wide-range of audiences from a large audiences of world-experts in climate research, to users of climate information e.g. water companies.


· I am a contributing author in the third and fourth assessment report for IPCC.


· I represented Climate Variability group at the Hadley Centre Workstation Users Group
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7a: Executive Summary


Dealing with the possible consequences of climate change depends on understanding predictions and taking action to mitigate against predicted changes, to adapt, or both.  Deciding whether to take action will require weighing up risks and benefits and evaluating alternative strategies. Decision makers will range from individuals, through local government, to national governments and intergovernmental negotiators, and in the public sector alone, cover a gamut of professions from engineers and educators to policy makers and scientists. 


Making policy requires access to knowledge, not just the underlying information and data. While data leads to information and knowledge, the steps from data to knowledge in the climate prediction arena can involve handling tens of terabytes of data (in information terms: roughly equivalent to several copies of the British Library's entire holdings), as well as significant knowledge of the tools (models) used to create the simulations, and a background in both environmental sciences and sophisticated statistics. Managing the underlying data itself is a problem, once data volumes become large enough, hardware and software problems that are rare with small data volumes become common enough that mitigation strategies against failure within the data archive itself are necessary. Holding high volume complex data over time introduces new problems involving format migration and semantic interoperability.  Software must also be produced to visualise and extract data (that might be input to other tools such as flood predictions), before producing policy relevant advice. 


Defra has funded, and continues to fund, projects which produce climate prediction data, scenarios and advice for the UK climate impacts community. This work is one part of that continuum of research activity, covering the reliable storage of climate data and predictions, and the interfaces to that data to make it usefully available to the impacts community, who themselves provide policy relevant advice. Data will be extracted from the archives of the Met Office Hadley Centre (MOHC) and made available by the British Atmospheric Data Centre (BADC), a national repository for storing digital environmental data for the long term (BADC expertise and additional funding via the National Centre for Atmospheric Science will also ensure that the data will be held for posterity). The result of this phase of the work will be prototype systems coupling interfaces to the data archives developed together by the BADC and Newcastle University (both world leaders in developing web-based interfaces to complex geophysical data). The University of East Anglia and the MOHC will provide expert advice. The eventual goal will be to provide data access to both experts in the climate impacts community and the general public via these interfaces but such deployment will be expected in a future phase of Defra supported activity. The first phase, covered by this proposal, will take eighteen months. The second phase (not covered here), would improve the prototype and then provide and support public access and should begin near month twelve of this project, and continue for at least two years. The project will be carried out in close partnership with the Defra funded UK Climate Impacts Programme (UKCIP) and will contribute to the Intergovernmental Panel on Climate Change (IPCC)'s Data Distribution Centre (DDC). Although there will be three significant components to the work (known as the Data Delivery Package [DDP], the Climate Impacts LINK Project, and the DDC), this activity will eventually (during phase two) create a joined-up resource that serves the whole community, from research scientist to town planner.


The project takes a significant leap forward from its predecessors, exposing cutting edge science involving complex probabilistic datasets and exploiting a Weather Generator (developed in another Defra project) to produce sample time series of weather conditions at specific UK locations in the future. We will also exploit new metadata standards developed both within this project and others with which the project participants are involved. The underlying archives will provide tens of terabytes in reliable network attached storage with multiple gigabit bandwidth to the wider Internet. The data interfaces will be state-of-the art, and, where appropriate, exploit the latest standards-compliant metadata structures and interfaces to make the best use of both technology and experience in other communities. An active climate scientist who is also an expert on data systems will provide UK representation on the IPCC Task Group on Data and Scenario Support (TGICA). To avoid duplication of effort between the components, the entire activity will be supported by a common management infrastructure and technical service layer which will dovetail with existing complex data and information systems at the BADC.


Although this project proposal outlines developments to deliver a system fit for deployment in a phased follow-on project, some aspects of the project, namely LINK and IPCC-DDC components, will include operationally deployed services during this prototype development phase. The team gathered together to do the work provides:


1. A thorough knowledge of the MOHC data management system to enable us to deliver the required data volumes, metadata and services.


2. A scientific knowledge-base that can react quickly to queries on a number of levels, from understanding the basics of a simple climatology to the complex mathematics inside the generation of the MOHC probability density functions.


3. Data Management and delivery experts with experience of handling multi-terabyte datasets and making them available via simple web-interfaces.


4. Understanding and awareness of community needs including close links to UKCIP, the MOHC and the Weather Generator team to ensure convergence of the various projects to meet some very tight deadlines.


5. Experience of dealing with data users and stakeholders from a wide variety of backgrounds and levels of scientific expertise.


7b: Objectives


We will deliver the three components required - the UK 21st Century Climate Scenarios (2008) Data Delivery Package (DDP), the Climate Impacts LINK Project website and archive, and the IPCC Data Distribution Centre (DDC) - by providing a single integrated system which minimises duplication of effort and exploits existing best practice in the British Atmospheric Data Centre (BADC) as well as new interfaces developed explicitly to meet the Defra requirements.


Specifically we will:


1. Set up an integrated Data Management System that provides safe
 reliable storage of the data in an online network accessible repository with effective bandwidth to the data in excess of 1 Gbit/s (exploiting parallel streams to the data), and appropriate metadata structures for cataloguing, searching and usage logging. 


2. Populate the Data Management System with the data and information (documents etc) needed by the three component interfaces (DDP, LINK, DDC). This will involve both (a) seamless migration of the existing multi-TB archive at the BADC, along with (b) the extraction (including software development to support the task) of tens of further TB of data from the Met Office Hadley Centre (MOHC). Additional NERC funding will be used to ensure the longevity of all such data obtained in the BADC archive beyond the end of the proposed contract, thus meeting national objectives for retention and curation of data
, and to make all catalogue entries associated with data and information holdings available to national and international search engines.


3. Develop the Common Software Infrastructure required to support the web-interfaces to the Data Management System for the three component interfaces (DDP, LINK and DDC), each of which will be further customised as described below. This will involve appropriate human and computer interfaces to common components, for example, the underlying Input/Output routines.


4. Develop new metadata structures at the MOHC to improve the accessibility, usability and interpretation of climate model datasets. This will involve (a) researching major improvements in the metadata associated with climate simulations (thus providing significantly more automatically available information about the differences between scenarios and model versions and their scientific and policy implications) and (b) populating the metadata catalogue with the key models shared within this project.


5. Develop the prototype DDP website and underlying software. This will involve (a) an intensive requirements capture period, (b) development of new standards-based techniques for handling probabilistic climate datasets, and (c) development of customised interfaces to these datasets as well as input/output from the Weather Generator produced by the Defra contract CEER0606.


6. Develop the prototype LINK website and underlying software. There will be (a) some ongoing effort to ensure continuity of existing LINK services. Additionally, (b) LINK-specific customisations to the web interface will include a wide range of selection, extraction, plotting and animation services that will exploit existing software developed in the NERC DataGrid project and other NERC funded projects.


7. Take responsibility for the DDC. This will involve (a) assessing the requirements of both users and the IPCC TGICA and migration of the existing website, (b) redevelopment of the existing website to include, amongst other developments, better links to the other (international) DDC sites and (c) attendance of a senior scientist
 with both climate and data expertise at TGICA meetings.


7c Approaches and research plan


Introduction


Following discussions with Defra we present a proposal for an 18 month package of work to design and build software tools for Climate Impacts and Adaptation studies. The main aim of this project is to develop a prototype system fit for deployment by the end of the project. This project is entitled "Impacts and Adaptation Climate Prediction Software: Prototype Development Phase" and is referred to in this document as “Phase 1”. For the sake of clarity the follow-on project is given the draft title "Impacts and Adaptation Climate Prediction Software: Deployment and Support Phase" and is referred to as “Phase 2”. We understand that Phase 2 will be a 2-year project including a 6 month overlap with the end of Phase 1. This will be important to ensure that deployment of the DDP can take place on time and that the appropriate user support and maintenance mechanisms are in place. We anticipate that user support services in Phase 2 will include a Help Desk and User Workshops. As a result there is only a small amount of Help Desk activity planned for Phase 1 and this concentrates on the LINK and DDC user communities.


Whilst the term prototype is highly applicable to the DDP component of Phase 1 there are ongoing activities under LINK that will involve both support and operational services. There will also be development of services to support the DDC community that will go operational in Phase 1.


The three websites anticipated by Defra in the call each have specific issues that need to be realised in a final solution, but they also share common requirements. The common requirements include reliable online storage of data together with adequate network and software infrastructures and user-friendly interactive services. The specific issues revolve around (i) providing human and software interfaces to the complex new concepts and data associated with probabilistic forecasts, (ii) dealing with massive amounts of data, and (iii) dealing with interdisciplinary requirements on understanding and utilising climate scenarios.  


Both (i) and (ii) lead to significant further issues associated with extracting and moving numerical model simulation data from the Met Office Hadley Centre MASS store archive which is a tape-based system. This project will require massive extractions and data movements and will involve different modes of use, requiring suitably optimised processes for extraction and disk caching to improve performance. 


Experience tells us that dealing with climate simulation data (whether it is probabilistic, deterministic, averaged or otherwise) is a significant problem for users not familiar with modelling concepts and vast volumes of data. Problems range from difficulties extracting small subsets required for visualisation from large datasets to difficulties understanding the difference between individual simulations and/or individual parameters within simulations. The scenarios under which model runs have been carried out may or may not be well understood, but the implications for the simulations are rarely understood well by non-expert users.


The team we have gathered together are world leaders in all these issues: 


· The project will be led by the NERC-funded British Atmospheric Data Centre (part of the National Centre for Atmospheric Science, NCAS, hereafter BADC). The BADC already serves a user community of thousands, over half of whom are not atmospheric scientists.  The BADC are world leaders in providing interfaces to high volume datasets (via leadership roles in the Global Organisation for Earth System Science Portals, GO-ESSP
, the NERC DataGrid [NDG]
, and development of the Climate & Forecasts (CF) Conventions for netCDF
). BADC are close collaborators with the World Data Centre for Climate at the Max Planck Institute for Meteorology in Hamburg (also IPCC DDC partners), and through the NDG and GO-ESSP are already working on interfaces with the IPCC data centre at the Programme for Climate Model Diagnosis and Intercomparison (PCMDI) to support distributed archives. This latter work would provide an important complement to the DDP and LINK activities, while the former collaboration puts the partners in an excellent position for working on the DDC. The BADC will deploy existing staff on the project to ensure a rapid start, and backfill their jobs with recruitments. The Head of the BADC, Dr Bryan Lawrence, will lead the project and provide representation on the TGICA. 


· The Met Office Hadley Centre (hereafter MOHC) are clearly best placed both to provide expert guidance on the simulations themselves, as well as dealing with problems extracting large datasets from their tape store (it is worth reiterating that this mode of MASS use anticipated is different from the typical MOHC mode of use). The MOHC will be deploying extra staff (both scientific and technical
) within the project. The dedicated staff will be embedded within an expert culture and able to draw on the expertise of other staff as necessary.


· The University of Newcastle (hereafter NCL) will be providing expertise from the Geomatics Research Group, part of the School of Civil Engineering and Geosciences. Specifically, Mr Phil James, whose expertise is in spatial databases systems, applications and spatial data management, and web based data dissemination techniques will be leading the development of new web interfaces, especially to the probability based datasets.  NCL is able to deploy existing staff in the project, and may also utilise students for extra development.


· Professor Phil Jones, leader of the Climate Research Unit at the University of East Anglia (hereafter UEA), will be overseeing the workshops for users of the system, and from his strong background with Weather Generators, will work to ensure that this project deploys it appropriately. UEA will be deploying existing staff on the project.


Both BADC and UEA have considerable expertise in serving climate data to researchers from other fields, and they will together ensure that the requirements of the non-expert users of climate data are transferred to effective interfaces, and expert advice from the MOHC is accessible to non-experts.



The project structure is based around understanding the key components required for delivery. In essence these revolve around the following interfaces: 


· Data interfaces: actual input/output software layers to read and write the appropriate formats (including images).


· Software interfaces: where different parts of the modular software infrastructure have to plug together and exchange information. 


· Weather Generator interfaces: that will allow this tool to be fully embedded within the DDP.


· User interfaces: what users will expect to see via the web, including clear information and tools for generation of on-the-fly products such as maps and graphs. These will need to be customised for the three websites (DDP, LINK and DDC).

To avoid separate software stacks underpinning each website, we have structured this project so common factors (data and software interfaces) are abstracted into their own objectives. 

The complete finances are in the parent form to this proposal document, but as an aid to the balance of effort, the following table shows the distribution of the staff effort between the various components (1-7, described below) in terms of full time equivalent staff effort.


		Project Totals

		Y1 (M1-12)

		Y2 (M13-18)

		Totals



		DDP (5)

		1.60

		0.70

		2.30



		LINK (6)

		0.50

		0.10

		0.60



		DDC (7)

		0.75

		0.25

		1.00



		Infrastructure (1-4)

		2.30

		1.13

		3.43



		Totals

		5.15

		2.175

		7.325





We now describe the project management procedures envisaged and progress to a full Research Plan describing the components of work (Approaches) required to deliver the project objectives. We discuss the Risks associated with the project, the costing basis, and then proceed to the Project Timeline and associated Gantt chart.


In what follows:


· Formal project milestone references will be denoted using MS-n (MS-1, MS-2, etc), 


· Project objectives will continue to be denoted using Arabic numerals (1, 2, etc), and 


· Project objectives will consist of discrete components with capitalised letters (A, B, etc). These components should not be confused with the clarification of the objectives, which will be identified using lower case letters (a, b, c etc).


· Partner contributions to components will be indicated parenthetically at the beginning of objective descriptions, with the first partner being the lead partner for joint activities.


Project Management 


The project we propose involves a number of components to be developed and/or supported within disparate institutions to tight schedules. There are also external dependencies (the Weather Generator) and stakeholders. Accordingly, good project management and communication will be essential.


We will deliver the project according to PRINCE2 principles, with project management being provided by a specialist project manager at the BADC. Accordingly, we will establish a project board involving user and supplier stakeholders and the implementation team, and form strong relationships with the customers (represented not only by Defra but particularly the TGICA community and the UKCIPNext User Panel). The project board will liaise closely with the DDP/Weather Generator Project Steering Group.


While not all the project partners are ISO9000 qualified, the procedures being deployed by the lead partner, BADC, will be in accordance with ISO9000 principles (indeed the host department of the BADC, Space Science and Technology at the Rutherford Appleton Laboratory expects to extend its existing ISO9000 qualification to all divisions, including BADC, within the lifetime of the project).


Internal project meetings will be frequent (weekly teleconferences early in the project, and where possible video and Access Grid meetings as well face-to-face meetings). Project components will be developed using an open-source methodology using the trac
 web-based software development tools, which will allow the test users to lodge issues and requests for functionality etc as well as bug reports.


Reporting progress and outputs is important for project management, auditing and knowledge transfer. Quarterly reports, summary financial year reports, annual reports and a final report will be provided to Defra. DDC reports will also be provided to the TGICA as required. Papers discussing the architecture and portable systems developed will also be presented to national and international conferences as appropriate. All reports will be concluded by MS-9, final reports, which will summarise all Phase 1 developments in a manner that will allow a straightforward transition into the deployment and support activities in Phase 2.


Detailed Description of Project Components


1. Data Management System 


Set up an integrated Data Management System that provides safe reliable storage of the data in an online network accessible repository with effective bandwidth to the data in excess of 1 Gbit/s (exploiting parallel streams to the data), and appropriate metadata structures for cataloguing, searching and usage logging. 


There is only one component to this objective: 


1A.  Data Management System set-up (BADC)


1A: The data requirements of the LINK, DDP websites are vast, expected to be of the order of tens of terabytes. These data are, or will be, stored at the MOHC in their MASS store system that is based on tape storage. This project depends on the data being available online as even requests that result in small datasets may require reading vast fractions of the archive from storage. The BADC archival storage system, based on network attached storage
 is already providing access to similar scales of data and making it available onto the Internet via Gbit/s bandwidth gateways. BADC already has in place structures for user management (which will be needed where delivery of data involves the Met Office license agreements, and to avoid service congestion), and can provide systems for cataloguing and data searching. All data served directly to users or applications will come from the BADC archives of MOHC and other products.


With such large data stores, hardware failures are inevitable (for example, BADC experiences one disk failure per month, and we have even lost two RAID systems due to near simultaneous disk failure). It is important then that the LINK and DDP websites especially exploit systems with resilience, and exploit duplication beyond that of simple RAID systems. This will be achieved by adding hardware to existing clusters, and making use of the Atlas Tape Store at the CCLRC for backup copies of key data (which will make use of a local cost-effective resource). Defra will be charged a flat fee for the data storage and access systems and their operational system maintenance, the project budget includes allowance for 25TB of data (a facility charge at 3.7K£ per TB) over the 18 month period. The Data Management System will be set up by MS-8.


2. Population of Data Management System


Populate the Data Management System with the data and information (documents etc) needed by the three component interfaces (DDP, LINK and, DDC). This will involve both (a) seamless migration of the existing multi-TB archive at the BADC, along with (b) the extraction (including software development to support the task) of tens of further TB of data from the Met Office Hadley Centre (MOHC). Additional NERC funding will be used to ensure the longevity of all such data obtained in the BADC archive beyond the end of the proposed contract, thus meeting national objectives for retention and curation of data, and make all catalogue entries associated with data and information holdings available to national and international search engines.


Developments in computing capacity expand the kinds of scientific questions that can be asked. As a result the volumes of data being produced and analysed grow rapidly. We aim to extract at least 8 TB per year to the BADC from the MOHC through the lifetime of this contract. The following table shows estimates of the volumes of key models expected to be used to generate data shared by the LINK project during Phase 1.


Estimated volumes of desirable models to be transferred during this contract.


		Model/Dataset

		TB



		UKCIP PDF

		1



		HadCM3

		3



		HadRM3

		6



		HadGEM1

		10



		HadGEM1+

		5





The exact number and length of simulations to be transferred will be defined by what can sensibly be provided (and documented) by the MOHC (under the resource provided), which simulations are available, those considered reliable enough for publication, and requests from the community. The MOHC and BADC will attempt to be as flexible as possible in supporting these requirements, within the resources of the project, but the MOHC will make the final decisions as to which simulations will be made available.


This objective has been broken into four components of work:


2A. Optimisation of MOHC Extraction Systems (MOHC)

2B. Delivery of the Regional Climate Model Archive (MOHC, BADC)


2C. Delivery of the Global Climate Model Archives (MOHC, BADC)


2D. Delivery of the UKCIP PDF archive (MOHC, BADC)


Note that no migration costs will be incurred for the existing archive of MOHC climate model data at the BADC. However the BADC software infrastructure will be scaled up to provide a consistent framework for ingestion, data checking, archival, backup, metadata generation, documentation, logging and delivery as the expected data volumes will exceed the capacity of the existing methodology. BADC staff will carry out the actual transfer of data to the BADC. Data will be transferred by (i) the internet and (ii) portable hard disk. Providing the appropriate data transfer process (whether network or portable disk) will be the responsibility of the MOHC.


2A: The MOHC will also have to expend significant staff effort in managing its part of the process chain to provide such unprecedented volumes of data in a reliable manner. In order to ensure that the data requirements of the DDP and LINK communities are realised the MOHC will develop:


i. A supported and maintained “Direct-to-Disk” solution for delivering Unified Model (UM) output data to BADC (and other external partners). This will enable mission-critical projects such as the DDP to output data directly to disk cache where MOHC scientists can access them for post-processing (before transferral) in a timely fashion without reliance on the tape archival system. The system needs to be fail-safe to avoid the physical problems on the disk system impacting the production of the super-computer. A back-fill system, to fill in any gaps during outages, will be developed and made robust. This system will be ported to all versions of the UM used in the project lifetime.


ii. Deployed and maintained archive extraction system tailored to the requirements of this project. This system will allow automated extraction and deliver large data extractions from MASS, without taking an excessive amount of staff time. It will need to be robust to problems that can arise in the extraction chain (for example, retrieval failures, timeouts, disks being full etc). The system will be ported to any replacement MASS system (expected in the project lifetime) and requirements of this proposal will be represented to the replacement project. In the meantime resources, such as tape drives, are required to support the sustained extractions without impacting on other MASS store users. 


Both of these enhancements to the MOHC extraction system will be in place by MS-5.


2B: The regional climate model ensemble runs will represent a key product underpinning the DDP. The project will seek early agreement on what runs will be required for the DDP launch in Phase 2 and these will all be copied to BADC by MS-7.


2C: The global climate runs will continue to be extracted following user needs and collaborations identified by the MOHC and research community. The earlier MS-5 will set up an efficient system for extracting the global runs and MS-9 will summarise this process for Phase 1 including priorities to extract during Phase 2.


2D: The probabilistic data generated specifically for the UKCIPNext Report (and the DDP) is a very important product. It represents the uncertainties both within the MOHC model outputs and when comparing with other model output. This highly tailored product is not large in volume but requires the RCM data and significant post-processing. The MOHC will have made all the probability density function data for the DDP available by MS-8.

3 Common Software Infrastructure


Develop the Common Software Infrastructure required to support the web-interfaces to the Data Management System for the three component interfaces (DDP, LINK and DDC), each of which will be further customised as described below. This will involve appropriate human and computer interfaces to common components, for example, the underlying Input/Output routines.


There are three components to this work:


3A.  Design (BADC)


3B.  Interfaces (BADC)


3C.  Implementation (BADC)


3A: All three websites (DDP, LINK and DDC) will share the requirement to tie documentation to simulation data held in a variety of formats, and all three will require Input/Output routines which can read the data to auto-generate, for example, parameter lists for display. The project expects to have to deal with at least NetCDF, Met Office-PP and ASCII data as input formats, yet display in the same way parameter lists, and documentation. We will exploit and extend the NERC DataGrid work on Input/Output libraries and data modelling to design methods which will minimise duplication of effort. This design stage will be complete by MS-3.


3B: The data in the archive will be in files, but we expect to provide users with interfaces which hide the file formats and file boundaries from the users (and higher level software interfaces). We will be exploiting interfaces based on the NetCDF data model, the CF Conventions
, and extensions to the Geographic Markup language (GML). 


3C: The implementation of these designs will be in code libraries that will be made available as open-source software.


Components 3B and 3C will be completed by MS-8.


4. Metadata Services


Develop new metadata structures at the MOHC to improve the accessibility, usability and interpretation of climate model datasets. This will involve (a) researching major improvements in the metadata associated with climate simulations (thus providing significantly more automatically available information about the differences between scenarios and model versions and their scientific and policy implications) and (b) populating the metadata catalogue with the key models shared within this project.


There are two distinct components to this activity:


4A. Development of Metadata Structures to describe modelling activities and simulations (MOHC, BADC)


4B. Population of the Metadata Structures (MOHC)


4A:  Our experience with previous LINK contracts and the experience of PCMDI with their IPCC 4th Assessment Report (AR4) archive have made it clear that not only is it imperative for users to have high level documentation which clearly explains the characteristics and context of various simulation scenarios, but that they also need the documentation laid out with more structure than is achieved by simply providing free-text documents. 


Information required includes model description, project description, lead organisation, climate scenario information etc. MOHC and the BADC will together extend and harmonise existing initiatives (NumSim
, NMM
, MOLES
, Gridspec
) to provide an XML schema to document simulation characteristics. This schema will be produced to provide structure for first point of reference information for both non-scientist and experts. The schema will support references to more comprehensive descriptions in technical reports and the scientific literature, and where copyright permissions allow, such reference links will resolve to copies held in the BADC archive. It will be possible for users to compare and contrast characteristics of the simulations using indexes constructed using the schema (the ability to construct such comparisons for simulation holdings has been regularly requested of both the BADC and PCMDI). The schema will also be designed for exporting information to other projects.


A metadata capture tool will then be developed to embed the generation of the metadata partly at configuration time as modellers are constructing their experiments. This will ensure that metadata is considered as part of the modelling process. We will aim to integrate this tool into current MOHC processes. Tools to export to external formats will also be produced. These metadata developments should increase the accessibility of MOHC model data leading to greater usage of this Defra-funded resource.


4B:  The MOHC will populate instances of the XML schema developed in 4A for all simulations used to provide data to this project (i.e. all the simulations needed for the DDP, LINK and DDC websites). The MOHC will additionally produce a complete (in terms of datasets that might be exploited externally) and publicly available catalogue of such datasets and variables (not only those delivered within this project). The MOHC will set a policy in place regarding:


· Which datasets can be made available to the external community, including


· Which external user groups will have access to which datasets


· What licensing conditions will apply to each dataset in terms of both data manager (BADC) and end users


· What scientific advice is needed alongside each dataset to ensure appropriate usage and interpretation.


The policy will be informed by internal and external consultation. Internally there will be significant liaison with projects such as IPCC AR4, PRECIS and ENSEMBLES. This work will ensure that releasing the data does not compromise MOHC research or commercial opportunities.


All metadata components will be complete by MS-6.


5. The UKCIPNext Data Delivery Package 


Develop the prototype DDP website and underlying software. This will involve an intensive (a) requirements capture period, (b) development of new standards-based techniques for handling probabilistic climate datasets, and (c) development of customised interfaces to these datasets as well as input/output from the Weather Generator produced by the Defra contract CEER0606.


This objective depends on the provision of data (objective 2) and the underlying system (objective 1) and common interfaces (objective 3). The requirements to provide an interface to the Weather Generator will require close cooperation with the team developing the Weather Generator under Defra contract CEER0606. There are three specific work components in the activity to support this objective:


5A.  Requirements capture and design. (BADC)


5B.  Development of techniques to handle probabilistic data (BADC)


5C.  Development of interfaces to probabilistic data and the Weather Generator (NCL/BADC)


5A: The DDP requirements capture and design phase will ensure that we get a clear picture of the requirements correctly and that full engagement of the Weather Generator project takes place early. We will begin the DDP project by consulting the community and scheduling monthly meetings with UKCIP and the Weather Generator project to discuss progress and plan development stages. Guidance will also be taken from the Project Board. The philosophy of “designing to interfaces” will be followed to ensure that each sub-component of the system can be developed at its own pace without requiring the full infrastructure to support it.  


We aim to make the DDP “Product generation” and “Processing” layers available to the MOHC authors of the UK 21st Century Climate Scenarios to provide consistent graphical content in the report and via the web. However, we acknowledge that the contents of the scientific report cannot be fully known a priori and some graphical images will be only available in the report.


The requirement capture process will explicitly take account of what can be learnt from the UKCIP/MOHC/EA study “Applying probabilistic climate change information for strategic resource assessment and planning”. The requirements will be documented in MS-1.


5B: Developing techniques to handle the probability density functions (PDFs) will require investment of effort. While the MOHC will have a methodology for handling the data, it is predicated on all those handling the data being very familiar with the data and the relationships between the internal parameters. It will be crucial to develop methods, and enter them into a standards track (via the CF Conventions) so that we can both minimise duplication of research and development on the international scale, and best exploit developments elsewhere (particularly those anticipated in the climate community as the AR5
 activity spins up). This work will be completed by MS-3.


5C:  To meet the aims of the project we will put significant effort into designing a user-friendly interface that reacts to the user more like a web-based application than a set of web pages. We will work closely with the Weather Generator project to ensure a clear and configurable user interface that seamlessly wraps the Weather Generator as well as presenting the underlying probability density function data. Interfaces will support, where possible, uniform data-analysis/visualisation tools whether users are interacting with probabilistic, deterministic (climate model) or Weather Generator outputs.


We will re-use existing technologies to develop specific tools that create an intuitive user experience. Each web-based tool will call functionality that is provided by the “Product generation” and “Processing” layers. These will perform the complex and intensive computations that return the data products and visualisations to the user-interface. The Weather Generator code will be ported to the BADC. A cache will be employed to temporarily store recently produced outputs, thus speeding up access to commonly accessed products. 


The NCL research team have experience in working with climate data and Weather Generator software, developing map-based user interfaces to Weather Generator software for the EA EARWIG project (currently deployed in the EA).  This work was carried out in conjunction with Mr Chris Kilsby and colleagues also based in the School of Civil Engineering and Geosciences at the University of Newcastle. This experience and close working relationship will greatly assist the tight integration of the Weather Generator within the DDP interfaces.


These functional interfaces to the DDP will be defined in such a way that other projects could interface inputs and outputs with minimal effort (so as to, for example, provide the data as input to a flood model, or provide access to flood model outputs). Such definitions will depend on the adoption of standards for exchange of geospatial data, such as those underpinning the EU INSPIRE initiative. The interface definitions will be developed together by BADC and NCL using the Unified Modelling Language (UML) after significant discussion with the internal and external project partners. The modular design will allow further expansion of the web-functionality to be easily incorporated into the software system. Draft versions will be circulated to ensure buy-in from all interested parties. 


Development of the DDP will include frequent interactions with the various stakeholders and a key issue will be to engage “dummy” data based on early versions of the Weather Generator which our UEA and NCL partners are familiar with. The “dummy” data and “dummy” interfaces will be vital in bringing the various strands of the project together into a coherent product. We will provide early and regular opportunities for the UKCIP User Panel to test the system by building to the interfaces defined earlier. We will ensure that the web-interface cascades uncertainty information through all the pathways that a user might select. During the evolution and testing we will be gradually replacing mock-up services with real ones. The DDP interfaces version 0.1 will be demonstrated in MS-3 and the full prototype will be ready by MS-8.


6. The Climate Impacts LINK Project


Develop the prototype LINK website and underlying software. There will be (a) some ongoing effort to ensure continuity of existing LINK services. Additionally, (b) LINK-specific customisations to the web interface will include a wide range of selection, extraction, plotting and animation services that will exploit software developed in the NERC DataGrid project and other NERC funded projects.


UEA and the BADC have managed the Climate Impacts LINK Project for the last three years. During that time various lessons have been learned regarding the extraction and delivery of MOHC datasets. LINK currently has a range of model data in a terabyte scale archive including data from HadCM2/RM2/CM3/RM3/AM3 models. Usage has been dominated by UK users (~60%), both academic (~60%) and government (~25%) projects, with research interests spanning the fields of climate impacts, detection and attribution, variability, impacts modelling (such as hydrology and biology), validation, extremes and comparison with observations. 


A key benefit of adopting our proposal will be the continuity of service that users will receive by not requiring migration to another host organisation. This will also save significant resource that would be expended in the migration of data, information and the development and testing of a comparable software infrastructure capable of dealing with terabyte-scale four-dimensional datasets.


Under the previous LINK contract the BADC has been able to expand its functionality for allowing users to do on-the-fly data subset selection (spatial and temporal), output format selection and visualisation via graphs, maps and animations. However despite the existing data usage, we believe it is fraction of what would occur with better documentation of the distinction between the various climate archives and improved tools for selection, download and visualisation.


In the previous contract the data extractions from the MOHC system were handled by BADC staff and this has restricted the previous LINK project, limiting what could be done with the staff resources available. In this project we rectify this problem by explicitly funding MOHC staff to take responsibility for its own extractions (objective 2), along with effort to improve formatting and metadata generation activities (objective 4). We will minimise disruption by providing a continuation of services at the BADC whilst harnessing improvements at the data extraction end by the MOHC.


There will be two main components to this activity:


6A.  LINK Support (BADC) 


6B.  Improved Download and Plotting Services (BADC)


6A: We will continue to support the existing services deployed under the previous LINK contract including responding to queries from users. This package of work provides continuity to existing services to ensure that users do not experience a downturn in the quality of service provided in Phase 1. The Footprints Query Management System will be used to manage queries as a prototype service that can be rolled out fully in Phase 2 to support all components.


The information and documentation component of the existing LINK website is currently hosted at UEA whilst the data archives and services are located at the BADC. We will copy the UEA functionality to the BADC and host it, and then begin a full review of the site and import the appropriate information to the BADC web infrastructure, while maintaining a LINK branded portal. Where useful we will further integrate into LINK other core BADC services such as access to collaborative online workspaces, mailing lists and wiki pages (exploiting economies of scale and the existing NERC funded management structures for these services). 


The migration of the old LINK site and initial enhancement will be completed by MS-4. As the functionality and content associated with other activities within the project becomes available it will be deployed within the LINK website. Other updates and maintenance will be carried out regularly, as the LINK website will be the first point of contact for many new users over the coming years, so it is vital that it is both up-to-date and highly accessible in terms of content. 


At any given time, some LINK datasets will be complete in the archive, some will be present but incomplete, and some will be pending.  We will also publish a list of pending datasets due to be extracted along with a wish list of those requested by users. Requirements for this LINK contract will have been gathered by MS-1.


6B: We will extend the download functionality (using the BADC Data Extractor) to include extraction of larger (>10GB) datasets via a single request, selection of multiple variables for output, control of numerical operations on multiple variables and extraction of virtual variables from datasets (i.e. variables that are not held in the archive but can be derived from the existing variables via a defined algorithm). This work will be complete by MS-4, but functionality will be added to the site as it becomes available. Where necessary the download functionality will conform to the licensing restrictions associated with the data by limiting access to the underlying data to registered users, while permitting public access to graphical products.


We will extend the visualisation interface (using the BADC GeoSPlAT
) to overlay one variable over another, select animations across any dimension of the data and select colour scales for output plots. This work will be complete by MS-4, but again, functionality will be added to the site as it becomes available.


7. The IPCC Data Distribution Centre

Take responsibility for the DDC. This will involve (a) assessing the requirements of both users and the IPCC TGICA and migration of the existing website, (b) redevelopment of the existing website to include, amongst other developments, better links to the other (international) DDC sites and (c) attendance of a senior scientist with both climate and data expertise at TGICA meetings.


In order to ensure that we deliver an appropriate IPCC-DDC facility we will spend significant effort in forming close links with the TGICA and user community. We will translate the requirements into a coherent work plan with ongoing liaison with the TGICA. At all times we will adhere to the approved TGICA Governance Process for the DDC.


The main components of this activity are:


7A. Requirements Capture and Website Improvements (BADC)


7B. Re-designed DDC Website, Datasets and Software (BADC)


7C. Representation on the TGICA (BADC)


7A: We will begin this work package by working with the other two DDC components and TGICA committee members to assess the first phase of improvements required in the UK DDC site, and prioritising these (together with issues already gathered from the October 2006 meeting). The outcomes of this process will lead to development of a DDC work plan that provides scope for an expanding and changing user base (such as increased usage by adaptation planning and environmental assessment professionals). This process will initiate an ongoing engagement with the user community, via user queries and TGICA interactions, throughout the project. Requirements will be documented in MS-1.


We will immediately migrate the existing website (from UEA) to the BADC and make the urgent changes required by the TGICA in time for the launch of the IPCC 4th Assessment Report (AR4). This work will be done by MS-2.


7B: Using our experience of web management we will modernise the DDC website according to input from users and the TGICA. Better integration with the existing BADC infrastructure will be managed so that we retain the DDC identity whilst leveraging off our user database, access control, logging and content management mechanisms. We will provide user-interfaces to DDC datasets as a by-product of the work on the LINK and DDP activities. An official re-launch of the website will take place to help inform current and new users of the changes that are being implemented.


The TGICA has identified a number of areas in which it would like the DDC services to be improved. Two key areas are software enhancements (in terms of accessing data products) and adding new datasets to the system. Taking strategic guidance from the TGICA we will focus on the priority areas that will bring about the greatest benefits for users in the near future. Developments in this area will be complete by MS-8.


7C: We will fully engage with the TGICA. We have already attended the October TGICA meeting so as to be in a good position to understand the issues. We expect to communicate on a regular basis with the Co-Chairs of the TGICA. We will aim to attend all TGICA meetings throughout the project, with representation by senior scientists from the BADC (normally Dr Bryan Lawrence, the Head of the BADC). MS-9 will summarise interactions with the TGICA and suggest an appropriate continuation of activities in Phase 2.


Issues relating to components 5, 6 & 7

All three delivery components (5, 6 and 7) have requirements phases, and these will be completed by MS-1 as the rest of the project depends on these being agreed and defined before the development work can begin.

All components will also produce (or prototype) websites that front more complex services. Running websites that can respond quickly to thousands of simultaneous requests for static documents is easy and cheap. The difficulty with the DDP and LINK websites in particular is that that computation time or data volume (or both) can heavily constrain response times. In some cases the users may only want a small amount of data, but sub-setting the data may require reading vast volumes of data (e.g. extracting a point time-series from data stored as a series of fields
; or the data volume may be minimal but computations may be large). The system developed in Phase 1 will be able to provide a Quality of Service suitable to the stakeholder community (in particular for the DDP).  All web-based services will have the capability to log user interactions. In some cases we will ask users to register (by providing minimal details) for publicly accessible services in order to capture information about their intended use of datasets. 


Risks


This section outlines what we believe are the major risks to the success of this project. The risks are detailed with a short description, probability of the risk being realised, the probable impact and our mitigation strategy.


		Risk No.

		Description of risk

		Probability of risk 

		Impact on project

		Mitigation strategy



		1

		RCM runs are stalled and delivery of Hadley Centre data is delayed

		20%

		Could potentially delay data extraction and generation of PDFs (risk 2)

		Early engagement with MOHC and Defra on likelihood of delays to agree a solution.



		2

		Generation of PDFs is delayed at the Hadley Centre.

		25%

		Could delay launch of DDP.

		Early engagement with MOHC and Defra on likelihood of delays to agree a solution.



		3

		Data manipulation and visualisation software not produced in time for incorporation into web-interface.

		20%

		Could delay integration with WG and launch of DDP.

		We will clearly define the interfaces in the “dummy” data work to ensure components are built to interfaces thereby avoiding single threads delaying development elsewhere.



		4

		Misuse of probabilistic data and products provided via the DDP. For example, a user discounts uncertainty data and just takes one result instead of ensemble result. 




		60%

		Could undermine the entire project by losing scientific credibility and focus of whole project.

		We will ensure that the MOHC scientists, UKCIP, Steering Group etc define a clear set of selection pathways are all meaningful and accompanied by appropriate metadata/documentation regarding how to use and understand the outputs. We will consider whether users must obtain ensemble outputs when using RCM or WG products.



		5

		Steering Group requirements change near project deadlines.

		25%

		Could cause disruption to work plan and delay software development and delivery of DDP.

		The early stage of the project will define very close communications with the relevant parties (including the Steering Group). There will be clearly defined requirement capture phases during which discussion and consultation will be paramount. Upon agreement of requirements there will be designated “build” periods where requirements are no longer incorporated into the design.



		6

		Weather Generator project interfaces are unclear.

		40%

		Could prevent effective integration of the DDP components.

		We have engaged with one potential bidder for the WG contract. We aim to create a work plan that explicitly combines some work components. We have WG expertise and interface experience funded within our proposal.



		7

		Data extraction at MOHC is beyond resource allocation

		20%

		Could frustrate users that we cannot provide all that is required.

		We will optimise the allocated resource to ensure that priority datasets are shared with the user communities. Additional requirements from users will be raised with Defra if beyond our capacity.



		8

		Technical and Scientific support requirements are beyond allocated resource limits.

		40%

		Users could be frustrated by slow or limited responses from support staff.

		We will communicate clearly with users when there is not enough resource to respond quickly to their queries. If this issue persists we will raise it with Defra and UKCIP and seek an appropriate solution.



		9

		Minor data loss after migration to BADC

		100%

		Could make user experience difficult if data is missing or corrupt.

		Key datasets (the PDFs, monthly means, and others to be decided) will be duplicated and stored in the Atlas Tape Store (on site at CCLRC) as well as near-line. Other data will be stored on RAID systems, Minor amounts of corrupt and/or missing data will be replaced within four working hours during normal working time. 



		10 

		Catastrophic Data Loss in BADC archive (simultaneous failure of multiple disks in RAID sets)

		5%

		Websites would be dysfunctional while data is not available.

		Data will be re-extracted from MOHC with concomitant scaling back of data delivery via websites. (Note that this should not affect datasets which are duplicated as described in risk 10).



		11

		Network Problems preclude access to websites.

		1%

		Websites not available.

		Impossible to mitigate without unjustified expense on duplicate network access, but existing network downtime has never exceeded half a day.



		12

		Second phase does not begin on time (6 months before planned DDP launch).

		50%

		DDP launch is compromised because user support and deployment system is not available.

		This is a Defra issue.



		13

		Second phase support does not eventuate.

		20%

		DDP launch is not possible. DDC support terminated. Continued MOHC interaction with wider community compromised.

		This is a Defra issue.





Costing Basis and Notes


This project has been costed on the basis that the hardware deployment at both the MOHC and BADC is into existing systems, and will be exploiting existing system management structures in both cases (including backups of system software etc). Accordingly, it is expected that the Met Office and CCLRC will own the hardware deployed in this project.


It has also been assumed that any software products developed independently of the systems in which they are embedded will be open-sourced in accordance with government policy for exploitation of software research products. The BADC or MOHC will retain all rights to system specific codes to connect data management systems to interfaces (with the intention of restricting access to avoid an inability to warrant them as to fitness of purpose for use by third parties).


It is also assumed that data moved to the BADC under the auspices of this project will remain available (with a suitable Met Office license) after the termination of the project for posterity under the terms of the BADC policy for simulation data (which can be briefly summarised as: if the data is still of scientific use and/or is of social or historical value, it will be retained, otherwise it will be discarded). If Defra wishes to award subsequent contracts to other institutions to do more with the data consistent with Met Office IPR licensing, they will be free to download it via BADC interfaces or pay one or both of the MOHC or BADC for bespoke data delivery. Note that the Met Office will retain IPR of the actual datasets following existing agreements.


Outline Project Timeline and Gantt Chart

This project timeline annotates the content of the Gantt chart that follows it.

Year 1 (months 1-12):


· We (all contractors) will immediately start work on requirements capture for all components from the various user and stakeholder communities. Requirements documents will be produced for the DDP, LINK and DDC by MS-1.

· The DDC website will be hosted at the BADC by MS-2 with required urgent changes incorporated.

· By the end of the second project quarter we will provide a demonstration of the DDP Interfaces prototype MS-3 (BADC/NCL).


· In the third project quarter the BADC will have produced the prototype enhancements to LINK (MS-4).

· The MOHC will have optimised its extraction systems (including software development and hardware upgrades) by MS-5 in project quarter 4.

· By the end of year 1 the MOHC will have populated its new metadata structures with key models HadRM3 and HadGEM1 information (MS-6).

· Throughout year 1 there will be ongoing project management activities and the common software infrastructure will be utilised. 


· Development of DDP and DDC services will continue through the year.


· Extractions of model and probabilistic data will continue to take place through the year from the MOHC to the BADC.


Year 2 (months 13-18):


· In project quarter 5 the regional climate model data required by the DDP will be complete in the BADC archive (MS-7).

· In the final quarter the prototype software systems (ready for deployment in Phase 2) will be produced at version 1.0 (MS-8). These will mainly focus on the DDP and the DDC requirements. The underlying Data Management System and the UKCIP PDF archive will also be in place by this milestone.

· Development of DDP and DDC services will continue until project quarter 6.


· All components will be finalised in the final reports (MS-9).


· The status of the global model archive will also be provided in MS-9.


Note that in the some of the above work components feed into more than one milestone. These have been mentioned explicitly in this document but are not reflected in the simple Gantt chart below.

Phase 1 Gantt Chart: showing key components of work and milestones.
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�	 Reliable storage is a major concern given the potential expense if hardware failures – which are inevitable given the volumes of data involved – were to result in a need to re-extract significant amounts of data from the Hadley Centre tape store.  Thus we will ensure that the system is reliable by deploying both RAID systems and where appropriate, duplicate copies of data.



�	 � HYPERLINK "http://www.ariadne.ac.uk/issue46/warwick-2005-rpt/"��http://www.ariadne.ac.uk/issue46/warwick-2005-rpt/�







�	 It is intended that Dr Bryan Lawrence, the Head of both the British Atmospheric Data Centre and the NERC Earth Observation Data Centre and himself an active climate scientist, would be the committee attendee.



�	 Global Organisation for Earth System Science Portals: GO-ESSP, � HYPERLINK "http://go-essp.gfdl.noaa.gov/"��http://go-essp.gfdl.noaa.gov/� 



�	 The NERC DataGrid, NDG: � HYPERLINK "http://ndg.nerc.ac.uk/"��http://ndg.nerc.ac.uk� and � HYPERLINK "http://ndg.nerc.ac.uk/discovery"��http://ndg.nerc.ac.uk/discovery�. 



�	 See for example: the CF white paper by Lawrence et.al. at � HYPERLINK "http://www.cgd.ucar.edu/cms/eaton/cf-metadata/CF2_Whitepaper_PublicDraft01.pdf"��http://www.cgd.ucar.edu/cms/eaton/cf-metadata/CF2_Whitepaper_PublicDraft01.pdf�. 



�	 Experience with the previous LINK contract has demonstrated that a significant amount of staff time is needed to supervise data extractions at the MOHC. This is an unavoidable consequence of the volumes of data involved.



� For an example of these tools being deployed, see � HYPERLINK "http://proj.badc.rl.ac.uk/ndg"��http://proj.badc.rl.ac.uk/ndg�. 



� Here we are using “Network Attached Storage” in the loosest sense, protocols include ISCSI as well as NFS and others.



�	 http://www.cgd.ucar.edu/cms/eaton/cf-metadata/ 



�	 Numerical Simulation Metadata: see � HYPERLINK "http://proj.badc.rl.ac.uk/ndg/wiki/NumSim"��http://proj.badc.rl.ac.uk/ndg/wiki/NumSim� 



�	 Numerical Model Metadata: see � HYPERLINK "http://www.cgam.nerc.ac.uk/pmwiki/NMM"��http://www.cgam.nerc.ac.uk/pmwiki/NMM� 



�	 MOLES: Metadata Objects for Linking Environmental Sciences, part of the NERC DataGrid project: � HYPERLINK "http://ndg.nerc.ac.uk/"��http://ndg.nerc.ac.uk� 



�	 Gridspec: a scheme for describing the grids used in simulation codes. See � HYPERLINK "http://data1.gfdl.noaa.gov/~ck/go-essp/presentations/06_06_05/Balaji/balaji-gridmeta2005.pdf" \l "search="��http://data1.gfdl.noaa.gov/~ck/go-essp/presentations/06_06_05/Balaji/balaji-gridmeta2005.pdf#search=%22gridspec%20balaji%22� 



�	 The 5th Assessment Report for the IPCC is most likely to involve a distributed model archive (Karl Taylor, pers.com.), and so it will be important for the DDP, LINK and DDC activities to be positioned to work efficiently with them.



�	 Geospatial  Plotting and Animation Tool.



�	 This could be avoided by storing the data as a sequence of time-series, but then user queries requesting fields become very expensive.
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	init: 
	contractarr: 15,16

	status: 
	sectionA: 1
	sectionB: 0
	sectionC: 0
	sectionD: 0
	sectionE: 0
	18aNotes: 0

	main: 
	2: 
	prop: 
	title: Dr
	firstname: Bryan
	surname: Lawrence
	position: Director of Centre for Environmental Data Archival and Associated Research
	tel: +44 (0) 1235 445012
	fax: +44 (0) 1235 446314
	email: b.n.lawrence@rl.ac.uk


	3: 
	org: 
	title: Council for the Central Laboratory of the Research Councils (CCLRC)
	building: Rutherford Appleton Laboratory
	road: 
	town: Chilton
	county: Oxfordshire
	postcode: OX11 0QX
	country: United Kingdom


	5: 
	proj: 
	title: Impacts and Adaptation Climate Prediction Software: Prototype Development Phase

	defra: 
	charge: 879244


	8: 
	proj: 
	desc: Dealing with the possible consequences of climate change depends on understanding predictions and taking action to mitigate against predicted changes, to adapt, or both.  Deciding whether to take action will require weighing up risks and benefits and evaluating alternative strategies. Decision makers will range from individuals, through local government, to national governments and intergovernmental negotiators, and in the public sector alone, cover a gamut of professions from engineers and educators to policy makers and scientists. 

Making policy requires access to knowledge, not just the underlying information and data. While data leads to information and knowledge, the steps from data to knowledge in the climate prediction arena can involve handling tens of terabytes of data (in information terms: roughly equivalent to several copies of the British Library's entire holdings), as well as significant knowledge of the tools (models) used to create the simulations, and a background in both environmental sciences and sophisticated statistics. Managing the underlying data itself is a problem, once data volumes become large enough, hardware and software problems that are rare with small data volumes become common enough that mitigation strategies against failure within the data archive itself are necessary. Holding high volume complex data over time introduces new problems involving format migration and semantic interoperability.  Software must also be produced to visualise and extract data (that might be input to other tools such as flood predictions), before producing policy relevant advice. 

Defra has funded, and continues to fund, projects which produce climate prediction data, scenarios and advice for the UK climate impacts community. This work is one part of that continuum of research activity, covering the reliable storage of climate data and predictions, and the interfaces to that data to make it usefully available to the impacts community, who themselves provide policy relevant advice. Data will be extracted from the archives of the Met Office Hadley Centre (MOHC) and made available by the British Atmospheric Data Centre (BADC), a national repository for storing digital environmental data for the long term (BADC expertise and additional funding via the National Centre for Atmospheric Science will also ensure that the data will be held for posterity). The result of this phase of the work will be prototype systems coupling interfaces to the data archives developed together by the BADC and Newcastle University (both world leaders in developing web-based interfaces to complex geophysical data). The University of East Anglia and the MOHC will provide expert advice. The eventual goal will be to provide data access to both experts in the climate impacts community and the general public via these interfaces but such deployment will be expected in a future phase of Defra supported activity. The first phase, covered by this proposal, will take eighteen months. The second phase (not covered here), would improve the prototype and then provide and support public access and should begin near month twelve of this project, and continue for at least two years. The project will be carried out in close partnership with the Defra funded UK Climate Impacts Programme (UKCIP) and will contribute to the Intergovernmental Panel on Climate Change (IPCC)'s Data Distribution Centre (DDC). Although there will be three significant components to the work (known as the Data Delivery Package [DDP], the Climate Impacts LINK Project, and the DDC), this activity will eventually (during phase two) create a joined-up resource that serves the whole community, from research scientist to town planner.

The project takes a significant leap forward from its predecessors, exposing cutting edge science involving complex probabilistic datasets and exploiting a Weather Generator (developed in another Defra project) to produce sample time series of weather conditions at specific UK locations in the future. We will also exploit new metadata standards developed both within this project and others with which the project participants are involved. The underlying archives will provide tens of terabytes in reliable network attached storage with multiple gigabit bandwidth to the wider Internet. The data interfaces will be state-of-the art, and, where appropriate, exploit the latest standards-compliant metadata structures and interfaces to make the best use of both technology and experience in other communities. An active climate scientist who is also an expert on data systems will provide UK representation on the IPCC Task Group on Data and Scenario Support (TGICA). To avoid duplication of effort between the components, the entire activity will be supported by a common management infrastructure and technical service layer which will dovetail with existing complex data and information systems at the BADC.

Although this project proposal outlines developments to deliver a system fit for deployment in a phased follow-on project, some aspects of the project, namely LINK and IPCC-DDC components, will include operationally deployed services during this prototype development phase.
 


	9: 
	milestone: 
	nomonths: 
	0: 2
	1: 3
	2: 6
	3: 8
	4: 10
	5: 12
	6: 14
	7: 16
	8: 18
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 

	targetdate: 
	0: 01/04/2007
	1: 01/05/2007
	2: 01/08/2007
	3: 01/10/2007
	4: 01/12/2007
	5: 01/02/2008
	6: 01/04/2008
	7: 01/06/2008
	8: 31/07/2008
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 

	costs: 
	0: 107194
	1: 98822
	2: 135230
	3: 41609
	4: 145633
	5: 98822
	6: 145633
	7: 90489
	8: 38781
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 

	desc: 
	0: Requirements and Initiation Documents
	1: IPCC-DDC Website re-launch
	2: Demonstration of DDP Interfaces Prototype (v0.1)
	3: LINK Enhancements Prototype
	4: MOHC optimised extraction system operational (hardware/software)
	5: Metadata records populated with HadRM3 and HadGEM1
	6: Agreed RCM archive complete at BADC
	7: Prototype software systems (v1.0)
	8: Final reports
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 



	10: 
	surveyrequired: No

	11: 
	proj: 
	risks: • Risk No. Description of risk (Probability of risk)
I: Impact on project MS: Mitigation strategy

• 1 RCM runs are stalled and delivery of Hadley Centre data is delayed (20%) 
I: Could potentially delay data extraction and generation of PDFs (risk 2) MS: Early engagement with MOHC and Defra on likelihood of delays to agree a solution.
• 2 Generation of PDFs is delayed at the Hadley Centre. (25%)
I: Could delay launch of DDP. MS: Early engagement with MOHC and Defra on likelihood of delays to agree a solution.
• 3 Data manipulation and visualisation software not produced in time for incorporation into web-interface. (20%) 
I: Could delay integration with WG and launch of DDP. MS: We will clearly define the interfaces in the “dummy” data work to ensure components are built to interfaces thereby avoiding single threads delaying development elsewhere.
• 4 Misuse of probabilistic data and products provided via the DDP. For example, a user discounts uncertainty data and just takes one result instead of ensemble result.  (60% ) 
I: Could undermine the entire project by losing scientific credibility and focus of whole project. MS: We will ensure that the MOHC scientists, UKCIP, Steering Group etc define a clear set of selection pathways are all meaningful and accompanied by appropriate metadata/documentation regarding how to use and understand the outputs. We will consider whether users must obtain ensemble outputs when using RCM or WG products.
• 5 Steering Group requirements change near project deadlines. (25%) 
I: Could cause disruption to work plan and delay software development and delivery of DDP. MS: The early stage of the project will define very close communications with the relevant parties (including the Steering Group). There will be clearly defined requirement capture phases during which discussion and consultation will be paramount. Upon agreement of requirements there will be designated “build” periods where requirements are no longer incorporated into the design.
• 6 Weather Generator project interfaces are unclear. (40%) 
I: Could prevent effective integration of the DDP components. MS: We have engaged with one potential bidder for the WG contract. We aim to create a work plan that explicitly combines some work components. We have WG expertise and interface experience funded within our proposal.
• 7 Data extraction at MOHC is beyond resource allocation (20%) 
I: Could frustrate users that we cannot provide all that is required. MS: We will optimise the allocated resource to ensure that priority datasets are shared with the user communities. Additional requirements from users will be raised with Defra if beyond our capacity.
• 8 Technical and Scientific support requirements are beyond allocated resource limits. (40%) 
I: Users could be frustrated by slow or limited responses from support staff. MS: We will communicate clearly with users when there is not enough resource to respond quickly to their queries. If this issue persists we will raise it with Defra and UKCIP and seek an appropriate solution.
• 9 Minor data loss after migration to BADC (100%) 
I: Could make user experience difficult if data is missing or corrupt. MS: Key datasets (the PDFs, monthly means, and others to be decided) will be duplicated and stored in the Atlas Tape Store (on site at CCLRC) as well as nearline. Other data will be stored on RAID systems, Minor amounts of corrupt and/or missing data will be replaced within four working hours during normal working time. 
• 10  Catastrophic Data Loss in BADC archive (simultaneous failure of multiple disks in RAID sets) (5%) 
I: Websites would be dysfunctional while data is not available. MS:  Data will be re-extracted from MOHC with concomitant scaling back of data delivery via websites. (Note that this should not affect datasets which are duplicated as described in risk 10).
• 11 Network Problems preclude access to websites. (1%) 
I: Websites not available. MS: Impossible to mitigate without unjustified expense on duplicate network access, but existing network downtime has never exceeded half a day.
• 12 Second phase does not begin on time (6 months before planned DDP launch) (50%)
I: DDP launch is compromised because support and deployment system is not available. MS: This is a Defra issue.
• 13 Second phase support does not eventuate. 20% 
I: DDP launch is not possible. DDC support terminated. Continued MOHC interaction with wider community compromised. MS: This is a Defra issue.


	12: 
	jcop: 
	opt: Yes

	qualityassurance: We will deliver the project according to PRINCE2 principles, with project management being provided by a specialist project manager at the BADC. Accordingly, we will establish a project board involving user and supplier stakeholders and the implementation team, and form strong relationships with the customers (represented not only by Defra but particularly the TGICA community and the UKCIPNext User Panel).

While not all the project partners are ISO9000 qualified, the procedures being deployed by the lead partner, BADC, will be in accordance with ISO9000 principles (indeed the host department of the BADC, Space Science and Technology at the Rutherford Appleton Laboratory expects to extend its existing ISO9000 qualification to all divisions, including BADC, within the lifetime of the project). 
	qualityassuranceno: 

	13: 
	statadvice: 
	opt: No
	expl: 
	no: The probabilistic data being presented and handled within this project is complex. However, the scientific and statistical validation of the data is already a funded Hadley Centre activity. The only significant statistical aspects to this project will involve:

- usage logging, monitoring and reporting.
- data transfer and processing statistics.
- simple statistical derivation of means, maxima and minima from data files. 
- statistical operations being run on climate data that are fully tested and validated in pre-existing software packages.

	yes: Please see 12(a).


	statadviser: 
	name: N/A


	14: 
	benefits: 
	furtherresearchopt: Yes
	furtherresearchrights: No
	furtherresearchknowhow: Yes
	desc: This project will provide a prototype system capable of delivering ground-breaking climate change scenarios to the public and policy makers via the web. This will enable interaction with probabilistic climate datasets in a manner that the user can pose a useful question and receive a response that is both informative and retains the uncertainty inherent in climate change predictions. In the follow-up project the deployed system will allow decision-makers and industry to plan their strategies in response to indicative predictions of future climate.

The integration of the DDP with a Weather Generator model will demonstrate how such tools can be employed to add value to climate model output. It will also provide users with access to high temporal resolution data not previously available.

The LINK component (and DDP in the follow-on project) will deliver considerable usage of Defra-funded climate research outputs (UKCIP predict that potentially more than 1000 users will wish to access the DDP system). The users will make use of the data in a variety of ways including: informing policy, making strategic decisions, aiding research, exploring possible climate scenarios and understanding climate models. The IPCC-DDC element will allow climate researchers greater access to data by incorporating existing and new datasets into the BADC's existing infrastructure.

The following reports will chart progress of the project and provide a commentary of the outputs:

- Quarterly reports, summary Financial Year reports, Annual reports, Final reports to Defra.
- Periodic reports to the TGICA.

Note that the LINK archive will also be of benefit in upcoming IPCC asessment activities (for example, it is expected that the next assessment report will use a distributed archive).
	furtherresearchdesc: It is highly likely that the data holdings in the LINK archive could be used in future IPCC assessment reports, and it will be necessary to ensure that the interfaces to the archive are consistent. 
	expressedinterestdesc: Users of the data and information will have the opportunity to commercialise the knowledge they obtain within the constraints of the licenses provided by the Met Office for access to the data itself. The project partners do not plan to commercialise the websites, nor the underying software (indeed, any portable software resulting will be made available using an open-source license) . Note that the project does not aim to deliver portable software per se. The software technologies employed (i.e. language and standards) will represent the most efficient methods to meet the needs of this project (such as re-using existing code from internal and external sources).

Delivery of the prototype DDP will lead to the creation of innovative new ways to access, analyse and display probabilistic climate projection data.  Once deployed (in the follow-on project) users will gain significant benefit from using the output of the portal and it is possible that there may be other expert commercial users, such as consultants and industry scientific experts, who could add value to the outputs by working directly with software components to access the data directly.



 


	15: 
	resultscomm: 
	how: The results of this project will be communicated via a number of different means to various audiences. The user community will be provided with multiple layers of technical and scientific documentation to explain:
  1. How to use the DDP.
  2. What the meaning of particular DDP selections are.
  3. How to best interpret the outputs from the DDP.
This will be presented on the DDP web site and in the form of technical/scientific support documents. This work will begin in this project but will be a higher priority for the follow-on deployment and support project. 

Where developments in science, data management, software, interfaces and web-technology are considered to break new ground we will seek to publish our results in the appropriate peer-reviewed literature, and at international meetings, including those of the Global Organisation for Earth System Science Portals.

As part of the Defra/UKCIP launch of the UK 21st Century Climate Change Scenarios (2008) we anticipate that the DDP will receive a great deal of publicity in the press. 

Support for LINK will include the quarterly e-newsletter sent to registered users and published via the LINK web site.

All data will be catalogued and made available to both conventional search engines as well as to new state of the art catalogue portals (such as the NERC DataGrid).
	measures: By its very nature the DDP (to be deployed in the follow-on project) will be a web-based service that is exposed to any users of the Internet. We believe that UKCIP and Defra publicity will advertise the service, resulting in knowledge transfer to the wider audience creating the potential for applications in the commercial sector.

We will also proactively register the datasets with gateways as described in the previous section to make sure that potential users can find the data. This project will then form part of a continuum from the production of knowledge in the Met Office Hadley Centre to the consumption and exploitation by users ranging from individuals to policy makers.

The research focus of the methodology which we will deploy will also be publicised via appropriate technical meetings, and as noted above, we will endeavour both to deploy and add value to existing open-source products, as well as identify components for open-sourcing. The UK will be well placed to exploit this activity through the expertise of the staff involved.




	16: 
	capitalequip: 
	assetlist: The project will exploit:
* The Met Office Hadley Centre MASS storage archive both by utlising the existing system and adding capacity to support the extraction volumes needed. To that end, both tape drives and storage capacity will be added at the Met Office to improve throughput.
* The project will exploit the BADC storage systems, including network attached storage and tape drives in the Atlas Data Centre. Additional CPUs will be added to the existing NERC Big Data Analysis Network, and new storage added as needed. Note that the BADC organises data ingestion by charging for data input, and then taking on the data in perpetuity (where the data retention policy requires longevity), hence Defra is not being charged for hardware per se. (BADC forms part of the CEDAR group at the CCLRC who share storage and system management. The CEDAR archive is curently in excess of 100TB). 
* BADC guarentees to purchase at least twelve dedicated opteron-class CPU's for the project, but this cost will be absorbed within the one-off facility charge of 3.7K£ charge per TB.

	costdetails: * As explained above, and in more detail in the main body of the bid-document, the Met Office Hadley Centre will purchase both additional storage, and additional tape drives. This equipment is required because the existing systems do not have sufficient capacity to support the additional extractions specified by this project.
* BADC will be purchasing hardware and tapes via the facility charge. Note that BADC will migrate data which fulfils the data retention policy to future systems beyond the end of the project at no cost to Defra.


	17: 
	staffeffort: 
	nametask: 
	0: Dr  B Lawrence
	1: Mr A Stephens 
	2: Dr K Marsh
	3: Ms S Latham
	4: Science Support Role
	5: Tech. Development Role
	6: Mr G Hobona
	7: Mr P James
	8: Technical Asst
	9: Professor P Jones
	10: Dr C Harpham
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 

	daysyr1: 
	0: 87
	1: 194
	2: 209
	3: 32
	4: 215
	5: 43
	6: 215
	7: 11
	8: 22
	9: 1
	10: 74
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 
	total: 1103

	daysyr2: 
	0: 21
	1: 64
	2: 91
	3: 11
	4: 97
	5: 43
	6: 108
	7: 11
	8: 11
	9: 1
	10: 31
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 
	total: 489

	daysyr3: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 
	8: 
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 
	total: 0

	daysyr4: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 
	8: 
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 
	total: 0

	daysyr5: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 
	8: 
	9: 
	10: 
	11: 
	12: 
	13: 
	14: 
	15: 
	16: 
	17: 
	18: 
	19: 
	20: 
	21: 
	22: 
	23: 
	24: 
	25: 
	26: 
	27: 
	28: 
	29: 
	30: 
	31: 
	32: 
	33: 
	34: 
	total: 0

	totaldays: 
	0: 108
	1: 258
	2: 300
	3: 43
	4: 312
	5: 86
	6: 323
	7: 22
	8: 33
	9: 2
	10: 105
	11: 0
	12: 0
	13: 0
	14: 0
	15: 0
	16: 0
	17: 0
	18: 0
	19: 0
	20: 0
	21: 0
	22: 0
	23: 0
	24: 0
	25: 0
	26: 0
	27: 0
	28: 0
	29: 0
	30: 0
	31: 0
	32: 0
	33: 0
	34: 0
	grandtotal: 1592

	details: BADC (CCLRC):
Dr B Lawrence (Project Lead) Band 2 - 108 days at £750/day
Mr A Stephens (Technical Lead) Band 4 - 258 days at £511/day
Dr K Marsh (LINK Manager) Band 4 - 300 days at £511/day
Ms S Latham (Project Manager) Band 4 - 43 days at £511/day

Met Office Hadley Centre:
Science Support Role - 312 days at £356/day
Technical Development Role - 86 days at £356/day

Newcastle University:
Mr G Hobona - 323 days at £355/day
Mr P James - 22 days at £399/day
Technical Asst - 32 days at £103/day

University of East Anglia:
Professor P Jones - 2 days at £344/day
Dr C Harpham - 105 days at £166/day



	18: 
	projectcosts: 
	paycosts: 
	allcons: 
	yr1: 22146
	yr2: 126185
	yr3: 30910
	yr4: 0
	yr5: 0
	total: 179241


	consumablescosts: 
	allcons: 
	yr1: 17
	yr2: 183
	yr3: 200
	yr4: 0
	yr5: 0
	total: 400


	equipmentcosts: 
	allcons: 
	yr1: 0
	yr2: 0
	yr3: 0
	yr4: 0
	yr5: 0
	total: 0


	travelexpcosts: 
	allcons: 
	yr1: 1667
	yr2: 10333
	yr3: 4000
	yr4: 0
	yr5: 0
	total: 16000


	overheadscosts: 
	allcons: 
	yr1: 25800
	yr2: 147006
	yr3: 36010
	yr4: 0
	yr5: 0
	total: 208816


	subconscosts: 
	allcons: 
	yr1: 45658
	yr2: 266699
	yr3: 71359
	yr4: 0
	yr5: 0
	total: 383716


	othercosts: 
	allcons: 
	yr1: 11907
	yr2: 73733
	yr3: 28400
	yr4: 0
	yr5: 0
	total: 114040


	allcons: 
	projtotal: 
	yr1: 627310
	yr2: 274903
	yr3: 0
	yr4: 0
	yr5: 0

	finyr1total: 107195
	finyr2total: 624139
	finyr3total: 170879
	finyr4total: 0
	finyr5total: 0
	allfinyearstotal: 902213
	allyearsvattotal: 2870
	allprojyearstotal: 902213

	year: 
	1: 
	2: 
	3: 
	4: 
	5: 
	1a: 06
	1b: 07
	2a: 07
	2b: 08
	3a: 08
	3b: 09
	4a: 
	4b: 
	5a: 
	5b: 

	vattotal: 
	allcons: 
	finyr1: 295
	finyr2: 1840
	finyr3: 735
	finyr4: 0
	finyr5: 0




	dec: 
	paymentsvat: 
	opt: No

	paymentsorgtitle: Council for the Central Laboratory of the Research Councils (CCLRC)
	paymentsorgbuilding: Rutherford Appleton Laboratory
	paymentsorgroad: 
	paymentsorgtown: Chilton
	paymentsorgcounty: Oxfordshire
	paymentsorgpostcode: OX11 0QX
	paymentsinsurancedtls: Employers Liability: As a Non Departmental Public Body, CCLRC is exempt from the normal legal requirement to provide Employers Liability insurance, in accordance with Regulation 9, Schedule 2 of the Employers' Liability (Compulsory Insurance) Regulations 1998. Therefore, CCLRC can be regarded as self-insured in this area, in accordance with the principle of Crown Indemnity.

Public Liability: CCLRC has in excess of the £5 Million of cover required, under Policy No. RKK616226 with Royal and Sun Alliance. The current policy runs from 1/9/2006 to 31/8/2007.

Professional Indemnity: CCLRC has £5 Million of cover, under Policy No. QH0540059 with a basket of insurers headed by Markel. The current policy runs from 1/9/2006 to 31/8/2007.
	sign: 
	date: 
	title: Mr
	firstname: Tony
	lastname: Wells
	position: Head of Sales Contracts
	telephone: +44 (0) 1235 446732
	fax: +44 (0) 1235 445660
	email: Tony.Wells@rl.ac.uk
	orgtitle: Council for the Central Laboratory of the Research Councils (CCLRC)
	orgbuilding: Rutherford Appleton Laboratory
	orgroad: 
	orgtown: Chilton
	orgcounty: Oxfordshire
	orgpostcode: OX11 0QX
	orgcountry: United Kingdom

	a: 
	subcons: 
	orgnameadd: 
	1: Met Office, FitzRoy Road, Exeter, Devon, EX1 3PB.
	2: Newcastle University, Newcastle, NE1 7RU.
	3: University of East Anglia, The Registry, University Plain, Norwich, Norfolk, NR4 7TJ.
	4: 
	5: 
	6: 

	contactname: 
	1: Dr Vicky Pope
	2: Philip James
	3: Professor Phil Jones
	4: 
	5: 
	6: 

	contacttel: 
	1: +44 (0) 1392 884655
	2: +44 (0) 1912 226388
	3: +44 (0) 1603 592090
	4: 
	5: 
	6: 

	contactemail: 
	1: vicky.pope@metoffice.gov.uk
	2: philip.james@ncl.ac.uk
	3: p.jones@uea.ac.uk
	4: 
	5: 
	6: 



	b: 
	collabprojs: 
	jtcont: 
	orgname: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 

	orgadd: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 

	contactname: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 

	contacttel: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 

	contactemail: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 




	c: 
	jtfundprojs: 
	jtfunder: 
	orgname: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	orgadd: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	contactname: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	telno: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	email: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 



	funding: 
	defra: 
	finyr1: 
	finyr2: 
	finyr3: 
	finyr4: 
	finyr5: 
	total: 0

	other: 
	finyr1: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr2: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr3: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr4: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr5: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	total: 
	0: 0
	1: 0
	2: 0
	3: 0
	4: 0
	5: 0
	6: 0
	7: 0

	name: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 


	kind: 
	finyr1: 
	0: 
	1: 
	3: 
	4: 
	5: 
	6: 
	7: 
	2: 

	finyr2: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr3: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr4: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	finyr5: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 

	total: 
	2: 0
	3: 0
	5: 0
	6: 0
	7: 0
	1: 0
	4: 0
	0: 0

	name: 
	0: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 
	6: 
	7: 



	total: 
	finyr2: 0
	finyr3: 0
	finyr4: 0
	finyr5: 0
	projyr1: 
	projyr2: 
	projyr3: 
	projyr4: 
	projyr5: 
	finyr1: 0

	projecttotal: 
	contractor: 
	name: 

	grandtotal: 0

	jtfund: 
	desc: 

	inkindfund: 
	desc: 


	d: 
	smallbus: 
	opt: Off
	name: 

	subconwork: 
	opt: Off

	smallbusfunding: 
	name: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	totalyr1: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	totalyr2: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	totalyr3: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	totalyr4: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	totalyr5: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	total: 
	0: 
	1: 
	2: 
	3: 
	4: 
	5: 

	contractor: 
	name: 


	hidepanel: 

	e: 
	licencereq: 
	opt: Off

	numofspecies: 

	1: 
	proj: 
	ref: CEER 0607
	why: N/A


	6: 
	date: 
	start: 01/02/2007
	end: 31/07/2008
	submitted: 15/11/2006

	duration: 1 year and 180 days
	time: 00:00

	7: 
	submitelsewhere: 
	org: N/A
	decdate: 
	opt: No



	Object: 
	0: 
	ExtractButton: 
	Name: SID3_2_Q7.doc
	Date: 

	2: 
	Name: SID3_3_Q16.doc
	Date: 

	1: 
	Name: SID3_2_Q7-badc.doc
	Date: Wed Nov 15 15:47:08 GMT+0000 (GMT Standard Time) 2006

	3: 
	Name: SID3_3_Q16-badc.doc
	Date: Tue Sep 12 10:25:26 GMT+0100 (GMT Daylight Time) 2006


	sectionA: 
	pagename: Section A

	pageNo: 
	hide: 

	btnRtnPge1: 
	sectionB2: 
	pagename: Section B.2

	sectionC1: 
	pagename: Section C.1

	sectionC2: 
	pagename: Section C.2

	sectionC3: 
	pagename: Section C.3

	sectionE: 
	pagename: Section E

	tmp: 
	main: 
	18: 
	projectcosts: 
	paycostdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	paycosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	consumablesdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	consumablescosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	equipmentdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	equipmentcosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	travelexpdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	travelexpcosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	overheadsdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	overheadscosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	subconsdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	subconscosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	otherdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	othercosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	costs: 
	grandtotal: 
	vatgrandtotal: 

	vatregopt: Off
	subcon: 
	paycostdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	paycosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	consumablesdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	consumablescosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	equipmentdesc: 
	1: 
	3: 
	4: 
	5: 
	total: 

	equipmentcosts: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 
	1: 

	subcon: 
	equipmentdesc: 
	2: 


	travelexpdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	travelexpcosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	overheadsdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	overheadscosts: 
	1: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 

	otherdesc: 
	1: 
	2: 
	3: 
	4: 
	5: 
	total: 

	othercosts: 
	2: 
	3: 
	4: 
	5: 
	5yrtotal: 
	1: 

	costs: 
	grandtotal: 
	vatgrandtotal: 

	vatregopt: Off
	finyr1total: 
	finyr2total: 
	finyr3total: 
	finyr4total: 
	finyr5total: 
	finyr1vattotal: 
	finyr2vattotal: 
	finyr3vattotal: 
	finyr4vattotal: 
	finyr5vattotal: 
	projyr1total: 
	projtr2total: 
	projyr3total: 
	projyr4total: 
	projyr5total: 
	projgrandtotal: 
	vatno: 

	vattotal: 
	finyr1: 
	finyr2: 
	finyr3: 
	finyr4: 
	finyr5: 

	projtotal: 
	yr1: 
	yr2: 
	yr3: 
	yr4: 
	yr5: 

	year: 
	1a: 06
	1b: 07
	2a: 07
	2b: 08
	3a: 08
	3b: 09
	4a: 
	4b: 
	5a: 
	5b: 

	contractorname: 
	finyr1total: 
	finyr2total: 
	finyr3total: 
	finyr4total: 
	finyr5total: 
	projgrandtotal: 
	vatno: 
	subcontractorname: 




	txtMyTemplateCount: 1
	btnAddNewSubcontractor: 
	18a: 
	notes: 

	filename: 
	Q7: (SID3_2_Q7-badc.doc) Date: 15/10/2006 15:47:8
	Q16: (SID3_3_Q16-badc.doc) Date: 12/8/2006 10:25:26

	userfilename: 
	Q7: 
	Q16: SID3_3_Q16-badc.doc

	Q7: 
	instructions: 
	4: Questions 7(b) and (c) use a Word template to capture the information required. This allows greater flexibility to copy in tables and graphs.
	1: 1: Save blank template to disk
	2: 2: Attach completed template
	3: 3: Detach completed template

	stageinstructions: The template must be saved to disk, edited using Word and then re-attached to this form when completed.
	stage2instructions: Should you wish to edit the document once it has been attached you may either:

a) amend the existing document held on your PC and then re-attach as above; or

b) click the Detach button to detach the document, save back to your PC, amend and then attach as above.

In both examples, attaching the amended document will over-write the existing previously attached document.  Details of the attachment (Updated file) will be displayed if the process has been successful.


	instructionsfull: To complete the template, you must click on the "Save template" button and save the Word template to a directory on your PC.  Then, BEFORE editing the Word Template, perform a "File / Save As..." operation on the SID 3 form and then CLOSE the SID 3 form. You may then work on the document from your PC as you would with any other Word document.  

Only one document can be attached in this section.  You may format the document as you wish, including tables and graphs;  there is no restriction in size, but both Objectives and Approaches must be clearly presented.  

Once you have completed all details you must re-open the SID 3 form, return to this page, and click the "Attach" button (that will then be visible) to attach the document to this section.   Details of the attachment (Updated file) will be displayed if the process has been successful.

	renaminginstructions: Rename the updated file first.

	Q7ExtractCompletedTemplateButton: 
	Q7ExtractBlankTemplateButton: 
	Q7AddButton: 
	Q16: 
	instructions: 
	1: 1: Save blank template to disk
	2: 2: Attach completed template
	4: Question 16(c) uses a Word template to capture the information required. This allows greater flexibility to copy in tables and graphs.
	3: 3: Detach completed template

	stageinstructions: The template must be saved to disk, edited using Word and then re-attached to this form when completed.
	stage2instructions: Should you wish to edit the document once it has been attached you may either:

a) amend the existing document held on your PC and then re-attach as above; or

b) click the Detach button to detach the document, save back to your PC, amend and then attach as above.

In both examples, attaching the amended document will over-write the existing previously attached document.   Details of the attachment (Updated file) will be displayed if the process has been successful.

	instructionsfull: To complete the template, you must click on the "Save template" button and save the Word template to a directory on your PC.  Then, BEFORE editing the Word Template, perform a "File / Save As..." operation on the SID 3 form and then CLOSE the SID 3 form. You may then work on the document from your PC as you would with any other Word document.  

Only one document can be attached in this section.  You may format the document as you wish, including tables and graphs;  there is no restriction in size, but CV details must be clearly presented.  

Once you have completed all details you must re-open the SID 3 form, return to this page, and click the "Attach" button (that will then be visible) to attach the document to this section.  Details of the attachment (Updated file) will be displayed if the process has been successful.

	renaminginstructions: Rename the updated file first.

	hideattachbutton: 
	filelabel: Updated file:
	renametext: Please ensure you rename your updated file BEFORE attaching it.
	3r: 
	opt: Off

	txtReturn: return to question
	slash: /
	reset: 
	chkSecACompletedPage1: Yes
	chkSecBCompletedPage1: Off
	chkSecCCompletedPage1: Off
	chkSecDCompletedPage1: Off
	chkSecECompletedPage1: Off
	txtrevno: 1.0.0
	Q8page: 5
	Q17page: 15
	ButtonA: 
	ButtonB: 
	ButtonC: 
	ButtonD: 
	txtSectionB: Click here to add
	txtSectionA: Click here to view
	txtSectionC: Click here to add
	txtSectionD: Click here to view
	txtSectionE: Click here to add
	gnumPagesToSubtract: 
	ButtonE: 
	txtDurHide: 
	deletebtn: 
	pageNum_Q8c: 5
	Q7panel: This is the show and hide panel that will explain the inclusion of the Question 8 "word to pdf" pages etc.
	txtHide7: 
	Q7_attach_status: 0
	Q7extractbuttonlabel: save template
	Q7attachbuttonlabel: Attach
	Q7title: WORD: Objectives and Approaches
	Button11: 
	Q7hidedetachstuff: 
	Q7hideattachstuff: 
	txtTemplateCount: 
	Text3: 
	CalcStaffDaysButton: 
	Q16ExtractCompletedTemplateButton: 
	Text7: 
	Q16_attach_status: 0
	Q16extractbuttonlabel: save template
	Q16ExtractBlankTemplateButton: 
	Q16attachbuttonlabel: Attach
	Q16AddButton: 
	Q16title: WORD: Curriculum Vitae
	Button12: 
	Q16hidedetachstuff: 
	txtHide17: 
	pageNum_Q17b: 15
	Q17panel: This is the show and hide panel that will explain the inclusion of the Question 17 "word to pdf" pages etc.
	Q16hideattachstuff: 
	coststotal: 
	btnAddNewContractorPage: 
	btnAddNotesPage: 
	Text12: 
	txtFirstFinYr: Please enter first financial year e.g. 05.
	FirstFinYr: 
	cboNumProjYrs: [0]
	btnDeleteThisPage: 
	btnCalcContractor: 
	addContractorLink: 
	btnDeleteThisSubConPage: 
	txtMySubConTemplateCount: 
	btnCalculateSubConPage: 
	chkSecBCompleted: Off
	btnCalcJointFunded: 
	chkSecCCompleted: Off
	chkSecECompleted: Off
	SIDlabel: SID 3 (2/05)
	datelabel: dd/mm/yyyy
	datelabelbrkt: (dd/mm/yyyy)
	16cTextLabel: (To calculate 'total days' click on the calculate staff days button above)
	btnRtnSectionA: 
	note5label: (note 5)
	optFieldNameHolder: 
	chkSecDCompleted: Off
	btnSecDCalc: 
	chkSecACompleted: Yes
	P25: 
	SubContCostsTmplt: 
	tmp: 
	main: 
	18: 
	projectcosts: 
	subcontractorname:    Newcastle University
	subcon: 
	paycostdesc: 
	1: Staff Costs
	2: Staff Costs
	3: Staff Costs
	4: 
	5: 
	total: 

	paycosts: 
	1: 5745
	2: 36579
	3: 12646
	4: 
	5: 
	5yrtotal: 54970

	consumablesdesc: 
	1: Misc. stationary, etc
	2: Misc. stationary, etc
	3: Misc. stationary, etc
	4: 
	5: 
	total: 

	consumablescosts: 
	1: 9
	2: 108
	3: 133
	4: 
	5: 
	5yrtotal: 250

	equipmentdesc: 
	1: N/A
	3: N/A
	4: 
	5: 
	total: 

	equipmentcosts: 
	1: 0
	2: 0
	3: 0
	4: 
	5: 
	5yrtotal: 0

	subcon: 
	equipmentdesc: 
	2: N/A


	travelexpdesc: 
	1: Meetings
	2: Meetings
	3: Meetings
	4: 
	5: 
	total: 

	travelexpcosts: 
	1: 250
	2: 1517
	3: 533
	4: 
	5: 
	5yrtotal: 2300

	overheadsdesc: 
	1: University overheads
	2: University overheads
	3: University overheads
	4: 
	5: 
	total: 

	overheadscosts: 
	1: 7907
	2: 49154
	3: 16841
	4: 
	5: 
	5yrtotal: 73902

	otherdesc: 
	1: N/A
	2: N/A
	3: N/A
	4: 
	5: 
	total: 

	othercosts: 
	1: 0
	2: 0
	3: 0
	4: 
	5: 
	5yrtotal: 0

	finyr1total: 13911
	finyr2total: 87358
	finyr3total: 30153
	finyr4total: 0
	finyr5total: 0
	costs: 
	grandtotal: 131422
	vatgrandtotal: 

	finyr1vattotal: 
	finyr2vattotal: 
	finyr3vattotal: 
	finyr4vattotal: 
	finyr5vattotal: 
	projyr1total: 86709
	projtr2total: 44713
	projyr3total: 
	projyr4total: 
	projyr5total: 
	projgrandtotal: 131422
	vatregopt: Yes
	vatno: 499672470

	year: 
	1a: 06
	1b: 07
	2a: 07
	2b: 08
	3a: 08
	3b: 09
	4a: 
	4b: 
	5a: 
	5b: 





	btnDeleteThisSubConPage: 
	txtMySubConTemplateCount: 
	btnCalculateSubConPage: 
	btnAddNewSubcontractor: 
	slash: /
	btnRtnSectionA: 


	P26: 
	SubContCostsTmplt: 
	tmp: 
	main: 
	18: 
	projectcosts: 
	subcontractorname:    University of East Anglia
	subcon: 
	paycostdesc: 
	1: Staff costs
	2: Staff costs
	3: Staff costs
	4: 
	5: 
	total: 

	paycosts: 
	1: 1722
	2: 10115
	3: 3011
	4: 
	5: 
	5yrtotal: 14848

	consumablesdesc: 
	1: Misc. stationary, etc
	2: Misc. stationary, etc
	3: Misc. stationary, etc
	4: 
	5: 
	total: 

	consumablescosts: 
	1: 16
	2: 118
	3: 69
	4: 
	5: 
	5yrtotal: 203

	equipmentdesc: 
	1: N/A
	3: N/A
	4: 
	5: 
	total: 

	equipmentcosts: 
	1: 0
	2: 0
	3: 0
	4: 
	5: 
	5yrtotal: 0

	subcon: 
	equipmentdesc: 
	2: N/A


	travelexpdesc: 
	1: Meetings
	2: Meetings
	3: Meetings
	4: 
	5: 
	total: 

	travelexpcosts: 
	1: 83
	2: 550
	3: 267
	4: 
	5: 
	5yrtotal: 900

	overheadsdesc: 
	1: University overheads
	2: University overheads
	3: University overheads
	4: 
	5: 
	total: 

	overheadscosts: 
	1: 2104
	2: 12363
	3: 3681
	4: 
	5: 
	5yrtotal: 18148

	otherdesc: 
	1: N/A
	2: N/A
	3: N/A
	4: 
	5: 
	total: 

	othercosts: 
	1: 0
	2: 0
	3: 0
	4: 
	5: 
	5yrtotal: 0

	finyr1total: 3925
	finyr2total: 23146
	finyr3total: 7028
	finyr4total: 0
	finyr5total: 0
	costs: 
	grandtotal: 34099
	vatgrandtotal: 193

	finyr1vattotal: 18
	finyr2vattotal: 117
	finyr3vattotal: 59
	finyr4vattotal: 
	finyr5vattotal: 
	projyr1total: 23214
	projtr2total: 10885
	projyr3total: 
	projyr4total: 
	projyr5total: 
	projgrandtotal: 34099
	vatregopt: Yes
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	P16: 
	ContCostsTmplt: 
	tmp: 
	main: 
	18: 
	projectcosts: 
	contractorname: 
BADC

	paycostdesc: 
	1: BADC Staff
	2: BADC Staff
	3: BADC Staff
	4: 
	5: 
	total: 

	paycosts: 
	1: 22146
	2: 126185
	3: 30910
	4: 
	5: 
	5yrtotal: 179241

	consumablesdesc: 
	1: Misc stationary, etc.
	2: Misc stationary, etc.
	3: Misc stationary, etc.
	4: 
	5: 
	total: 

	consumablescosts: 
	1: 17
	2: 183
	3: 200
	4: 
	5: 
	5yrtotal: 400

	equipmentdesc: 
	1: N/A
	2: N/A
	3: N/A
	4: 
	5: 
	total: 

	equipmentcosts: 
	1: 0
	2: 0
	3: 0
	4: 
	5: 
	5yrtotal: 0

	travelexpdesc: 
	1: Meetings
	2: Meetings
	3: Meetings
	4: 
	5: 
	total: 

	travelexpcosts: 
	1: 1667
	2: 10333
	3: 4000
	4: 
	5: 
	5yrtotal: 16000

	overheadsdesc: 
	1: CCLRC overheads
	2: CCLRC overheads
	3: CCLRC overheads
	4: 
	5: 
	total: 

	overheadscosts: 
	1: 25800
	2: 147006
	3: 36010
	4: 
	5: 
	5yrtotal: 208816

	subconsdesc: 
	1: Subcontract to MOHC,UEA,NCL
	2: Subcontract to MOHC,UEA,NCL
	3: Subcontract to MOHC,UEA,NCL
	4: 
	5: 
	total: 

	subconscosts: 
	1: 45658
	2: 266699
	3: 71359
	4: 
	5: 
	5yrtotal: 383716

	otherdesc: 
	1: Use of BADC Servers and Storage
	2: Use of BADC Servers and Storage
	3: Use of BADC Servers and Storage
	4: 
	5: 
	total: 

	othercosts: 
	1: 11907
	2: 73733
	3: 28400
	4: 
	5: 
	5yrtotal: 114040

	finyr1total: 107195
	finyr2total: 624139
	finyr3total: 170879
	finyr4total: 0
	finyr5total: 0
	costs: 
	grandtotal: 902213
	vatgrandtotal: 2870

	vattotal: 
	finyr1: 295
	finyr2: 1840
	finyr3: 735
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	projtotal: 
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	P27: 
	SubContCostsTmplt: 
	tmp: 
	main: 
	18: 
	projectcosts: 
	subcontractorname: Met Office Hadley Centre
	subcon: 
	paycostdesc: 
	1: Staff Costs
	2: Staff Costs
	3: Staff Costs
	4: 
	5: 
	total: 

	paycosts: 
	1: 9295
	2: 56545
	3: 20139
	4: 
	5: 
	5yrtotal: 85979

	consumablesdesc: 
	1: Misc stationary, etc
	2: Misc stationary, etc
	3: Misc stationary, etc
	4: 
	5: 
	total: 

	consumablescosts: 
	1: 8
	2: 108
	3: 133
	4: 
	5: 
	5yrtotal: 249

	equipmentdesc: 
	1: Increase data retrieval capacity and add cache disk
	3: N/A
	4: 
	5: 
	total: 

	equipmentcosts: 
	1: 11667
	2: 58333
	3: 
	4: 
	5: 
	5yrtotal: 70000

	subcon: 
	equipmentdesc: 
	2: Increase data retrieval capacity and add cache disk


	travelexpdesc: 
	1: Meetings
	2: Meetings
	3: Meetings
	4: 
	5: 
	total: 

	travelexpcosts: 
	1: 333
	2: 2000
	3: 667
	4: 
	5: 
	5yrtotal: 3000

	overheadsdesc: 
	1: Met Office overheads
	2: Met Office overheads
	3: Met Office overheads
	4: 
	5: 
	total: 

	overheadscosts: 
	1: 6018
	2: 36610
	3: 13039
	4: 
	5: 
	5yrtotal: 55667

	otherdesc: 
	1: Courier
	2: Portable HDD's and PC for cleaning HDD's, courier
	3: Courier
	4: 
	5: 
	total: 

	othercosts: 
	1: 500
	2: 2600
	3: 200
	4: 
	5: 
	5yrtotal: 3300

	finyr1total: 27821
	finyr2total: 156196
	finyr3total: 34178
	finyr4total: 0
	finyr5total: 0
	costs: 
	grandtotal: 218195
	vatgrandtotal: 569

	finyr1vattotal: 60
	finyr2vattotal: 369
	finyr3vattotal: 140
	finyr4vattotal: 
	finyr5vattotal: 
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